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Chapter 1. Introduction to Avere OS

The Daily Operations Guide iswritten for system administrators who need to manage an Avere cluster. It
assumes that you have a basic knowledge of networked storage, including network access protocols such as the
Network File System (NFS) and the Common Internet File System (CIFS). It also assumes that you have an
Avere cluster installed and configured as described in the Avere Quick Start Guide.

The following highlights are used in this document:

Caution

A caution indicates that failure to follow directions in the statement can result in damage to
equipment or loss of data.

Important

An important statement presents clarifying information or specific instructions.

@: Note

A note presents commentary, sidelights, or interesting points of information.

1.1. New in Avere OS 4.5

1.1.1. Virtual FXT (VFXT)

Averesfirst virtual FXT (VFXT) Edge Filer is available on the Amazon EC2 platform. Clients running in
Amazon EC2 can now use VFXT clusters to accelerate storage operations to and from cloud and on-premises
storage. Setup information for the FXT Amazon Machine Image (AMI) can be found in the FXT Series
Installation Guide. For more information about the vFEXT, contact your account manager.

1.1.2. Snapshots

Snapshots are available for cloud core filers only. NAS core filers include snapshot functionality. This
functionality is expected for cloud core filers as well. Snapshots can be scheduled and enabled per cloud core
filer. For more information, refer to Section 3.3, “Cloud Core Filer Snapshots’ on page 65.

1.1.3. Native Identity

User maps are no longer needed for CIFS clients accessing NTFS shares. Earlier versions of the FXT product
performed all backend filer operations via NFS. This required CIFS users to be mapped to * nix-style identities
when accessing NTFS shares. This SID-to-UID mapping caused additional work for storage administrators.
Native ldentity removes this mapping requirement for CIFS users accessing NTFS shares. It is enabled by
default. Create operations use SMB to communicate to the backend filers leveraging SIDsin the ACL. The
status of Native Identity can be viewed if CIFSis enabled by navigating to the Settingstab and CIFSlink
under the V Servers section.

1.1.4. Proxy Configuration

Administrators can add non-transparent proxy server configurations. URL, username, and password credentials
are stored and are applied per cluster or cloud corefiler. For more information, refer to Section 2.5, “ Proxy
Configuration” on page 31.



1.1.5. FIPS Certification

FIPS 140-2 Level 1 certification for cryptographic modules.

The Avere FXT core cryptographic module has been validated for the FIPS 140-2 Level 1 standard. The cluster
uses the OpenSSL certificate #1747 for cryptographic functions such as encrypting objects and TLS/SSL
connections to core filers. For more information, refer to Section 2.1.3, “Enable FIPS Mode” on page 12.

1.1.6. Increased Object Scaling

All cloud corefilers and NFS core filers with Local Directories disabled can support an unlimited number
of objects. With Local Directories enabled, NFS core filers on Avere FXT nodes with at least 3 TB of total
storage (models 3200, 3500, 38X 0, 45X 0) can now support 1 hillion objects. Thereis no change to the user

interface.

L ocal Directories Disabled Local Directories Enabled
Cloud CoreFiler N/A - Loca Directories must be enabled |  Unlimited number of objects per node
NFS CoreFiler Unlimited number of objects per node 1 billion objects per node

Table 1.1. Number of files supported per node
1.2. New in Avere OS 4.0

1.2.1. Support for AWS S3 US East Region

In order to support the eventual consistency semantics of the Amazon Web Services (AWS) Simple Storage
Service (S3) US East region, AvereOS now maintains object version information locally. Thisallows S3
bucketsto be used in all AWS S3 regions for FlashCloud. This feature is off by default and is enabled when
adding a bucket from the US East region. There is no change to the user interface.

1.2.2. High Availability (HA) Optimization

When High Availability is enabled, some datais replicated among FXT nodes within a cluster. The space used
on each cluster for HA has now been optimized to provide the highest protection while consuming the least
amount of space. Thereis no change to the user interface.

If an FXT nodeis experiencing an issue with one or more of its data drives, areformat option becomes
available on the FXT Nodes page. The process for reformatting data drives has been improved to complete
faster. The previous process required three steps - remove the node, reformat the data drives, and add the

node. The “remove’ and “add” steps are now eliminated when reformatting. For more information, refer to
Section 2.2.3, “FXT Node Actions’ on page 17.

1.2.3. Multi-Cluster Dashboard

The Multi-Cluster Dashboard allows administrators to view the status from multiple Avere FXT clusters
within a single web interface. From one FXT cluster’s Avere Control Panel, an administrator can view alerts,
conditions, and node status on one or more FXT clusters. For more information, refer to Section 12.3.3,
“Multi-Cluster Dashboard” on page 173.

FIPS Certification



1.2.4. Chassis View

When drive failure affects the FXT cluster, administrators can now identify which drive is affected from
within the Avere Control Panel rather than being present in front of the FXT node. Chassis View also enables
administrators to remotely flash adrive bay light for an onsite technician to easily identify adrive. For more
information, refer to Section 2.2.4, “Node Details Page” on page 18.

1.2.5. Share-level ACEs

Share-level ACEs (Access Control Entries) can be added to ACLs (Access Control Lists) within the Avere
Control Panel aswell aswith XML RPC. To add and ACE to an Avere CIFS share, administrators can enter
auser or group name, allow or deny, permissions like read, change, and full. For more information, refer to
Section 7.8.3, “ Share-level ACES/ACLs on CIFS Shares’ on page 123.

1.3. Avere NAS Optimization Solutions

Chassis View

Avere clusters and software provide a high-performance interface that accelerates client access to one or more
network-attached storage (NAS) servers (corefilers).

Avere NAS optimization consists of the Avere OS software running on one or more FXT Series nodes
(physical servers); nodes that run together in an Avere configuration are referred to as an Avere cluster. The
performance of the cluster scales nearly linearly with each node added to the cluster.

Avere OS caches files being actively accessed on high-performance nodes in the cluster, circumventing the
overhead of sending each read and write regquest to the core filer' s disks. When a file becomes accessed less

frequently, the cluster transfers it to the core filer and removes it from the working set, freeing up resources for
filesthat are in higher demand.

The cluster writes updated files to the corefiler at a specified rate (or faster), so that changed data is backed
up regularly. In addition, FXT Series nodes are backed by NVRAM to ensure that changed datais eventually
written to the core filer even in the event of a system outage. High availability, or HA, can be enabled to
provide additional protection in the event of a system outage.

Clients Avere EdgeFiler Networ k CoreFiler(s)
(Cluster)
Workstations FXT Nodes

— Add performance

and capacit
-- pacity

Public Object

FlashCloud

Compute r ; .
Farm .: ) Private Object

Each node has one or :"""'""'“““““““““":

more virtual servers 1 1

. WAN !

1 1

Low-latency ! 1

read, write & Il _____ L_e_g_a_c_y _I\L]é?_(lqc_a_l i& _ r_e_nlqt_e 2 )

metadata ops

Avere Edge Filer Core Filer



* Performance optimized » Capacity optimized

» Accelerates read, write, and metadata operations  FashCloud support for public and private objects

» Transfersdatato corefilers (write, move, mirror) ¢ Supports FlashCloud object core filersand NAS
corefilers from different vendorsin the same
cluster (for example, NetApp, EMC/Isilon, Oracle,
BlueArc, Nexenta)

Clients connected to a core filer through a cluster can access and modify files that are not in the working
set. The cluster provides two built-in methods for handling data between clients and the core filer, with
customizations for each method. Refer to Chapter 6, Setting the Cache Policy on page 95 for more
information.

The Avere solution can be deployed without significant disruption to your current storage or network
infrastructure. Because the cluster is placed between your clients and your core filer, you can enable or disable
it at will.

1.4. Prerequisites for Administering an FXT Series Cluster

Avere OS supports NA S access using the NFS version 3, SMB (CIFS) and SMB2.0 protocols.

The cluster is managed by using the Avere Control Panel, a secure browser-based application. The
reguirements and recommendations for the browser include:

A standards-compliant browser that can access the management | P address on the cluster’ s network. For
the following browsers, Avere supports the most recent versions of these three browsers: Mozilla Fi refox®,
Google© Chrome, and Apple Safari®. Microsoft Internet Expl orer® versions 8 and higher are supported. The
browser must have JavaScript enabled.

* If your browser supports the DNS Service Discovery (DNS-SD or Bonj our®) protocol, either through a
plug-in, or in the case of Apple Safari, natively, you can useit to discover Avere clusters without needing
to know machine names or | P addresses. The browser’ s workstation must run on the same subnet as the
cluster’ s management interface.

This guide assumes that you have a cluster with at least one node and one virtual server (vserver) currently set
up and running. Refer to the following for more information:

e The FXT Series Installation Guide
e The Avere Quick Sart Guide

In addition, you will need to plan for the following:

 Setting up exports on your particular core filer, as described in Section 2.6, “Managing Exports (Settings
Tab | VServer)” on page 32.

» Deciding on an authentication method, described in Section 2.9, “Controlling
Authentication” on page 43.

» Deciding if you are going to use advanced networking, described in Chapter 5, Advanced Networking and
VLANS on page 89.

» Planning how to set the cache policy (also called write mode) for each corefiler. Thiswill generally depend
on whether you are using the core filer primarily for a high rate of data exchange, or primarily to store data
long-term, as described in Chapter 6, Setting the Cache Policy on page 95. Y ou will need to set the
cache policy as you add core filersto the cluster.

4 Prerequisites for Administering an FXT Series Cluster



1.5. Adding and Removing a License

Several Avere OS options, particularly FlashCloud, FlashMove, and FlashMirror, require a separate license.
After you purchase alicense, you will need to give your license ID to Avere Global Services, and they will
provide you with alicense key.

[] Toobtainand activate alicense:

1. Navigateto the Settings > Cluster > Licenses page.

Analytics Data Management | Support LiGo_Cluster

Core Filer [+
Licensing ID:  3b0lce73-846b-1led-8fef-000c29153b30
Cluster =
Licensed Features: FlashMove FlashMirror LocalDirectories
General Setup FlashCloudAmazonS3

Administrative Network

Licensed Cluster Size: &
Cluster Networks

FXT Nodes Compliance State: Ok

High Awvailability

Monitoring

- T I S o
Directory Services 1 UpUVKQWAGAD2PYF JpBDig== Elani:hc?c FlashMirror FlashCloudAmazonS3,

Kerberos
Login Services
Active Directory
Add License
Optimization
1PMI

License Key |

Support

Licensas
Cloud Credentials

VLAN

Administration (4

2. Contact Avere Global Services, and provide the Licensing I D listed at the top of the Licenses page.
3. Enter thelicense key provided by Avere Global Servicesin the License Key field.
4. Click the Submit button.

The new license and its associated features appear in the Licenses area.

[] Toremovealicense (for example, if you need to move the rights to another cluster):

1. From the Settings > Cluster > Licenses page, select the Remove button in the row of the license you want
to remove.
2. A pop-up window appears asking if you are sure you want to remove the license. Click OK to continue.

The license isremoved from the list, and you will no longer be able to create FlashMove or FlashMirror jobs.
Previous jobs can still be viewed from the Data M anagement tab.

Adding and Removing a License 5



1.6. Using the Avere Control Panel

The cluster is managed by using the Avere Control Panel, a secure browser-based application. The Avere
Control Panel presents a single system image of the cluster and al of its constituent nodes; you can manage the
entire cluster or any individual node from the Avere Control Panel.

1.6.1. Logging In to the Avere Control Panel

[] Tologinto the cluster for management and monitoring tasks:

1. UseaWeb browsertogotohttps://managenment _| P_address/ f xt, where
managenent _| P_addr ess isthe cluster's management | P address.

Alternatively, if you are using a browser that supports the DNS-SD protocol, you can navigate to the
bookmark labeled Aver e Cl ust er Management: cl uster_nare.

Note

If your browser first prompts you to accept an SSL certificate from the Avere system, accept
the certificate.

2. IntheUser field, enter the cluster’ s administrative user name.
3. Inthe Password field, enter the administrative password.

The Avere Control Panel’s Dashboard tab is displayed.

6 Using the Avere Control Panel



1.6.2. Control Panel Tabs

]
¥ = 2
8 00 = Avere

L C | (X hbeps://10.1.22.127/fxt/login.php 7ol A
» [ ] Other Bookmarks

pELINETGEN  Settings | Analytics | Data Management | Support =
Operations per Second Cluster Wide - Ops / Second
10
&
&
4
2
L]
Sep 17, 2012 4:33 pm Nov 08, 2013 11:39 am
» Chart Controls
Conditions (5) Alerts (2) VServers (2) Core Filers (4) Modes (1) Clients Hat Files
Show Hikden () Hido Al Occurrances
[} 2013/11/08_11:38:08 Cloud core filer bluefngel is using an unsupported region.

[more details]

b Cluster Activity

The Avere Control Panel is divided into the following tabbed pages, with the Avere OS release currently
running on the cluster listed to the right of the tabs.

» Dashboard — Thisisthe Avere Control Panel’s default tab. It displays performance graphs and statistics,
system aerts, and information about virtual servers (vservers), FXT Series nodes, clients, and hot files.
Refer to Chapter 9, Monitoring the Cluster (Dashboard Tab) on page 133 for more information.

» Settings— Thistab enables you to configure and maintain the cluster.

« Refer to Chapter 4, Virtual Servers Used for Client Access on page 75 for more information about
managing vservers, Section 4.3, “ Creating and Maintaining a Global Namespace” on page 83
for creating namespaces, Section 2.6, “Managing Exports (Settings Tab | V Server)” on page 32
and Appendix A, Core Filer-Specific Configuration Notes on page 177 for managing exports, and
Chapter 7, Configuring CIFS Access on page 107 for information on CIFS.

« Refer to Chapter 6, Setting the Cache Policy on page 95 and Appendix A, Core Filer-Specific
Configuration Notes on page 177 for more information about managing core filers.

* Refer to Chapter 2, Configuring the Cluster (Settings Tab | Cluster) on page 11, Section 2.2,
“Managing FXT Nodes’ on page 16, and Chapter 11, Updating and System Maintenance (Settings |
Administration) on page 159 for more information about managing the cluster from the Settings tab.

» Analytics— Thistab enables you to obtain detailed, in-depth information about activity on your cluster and
storage network. Refer to Chapter 10, Using Graphs (Analytics Tab) on page 151 for more information.

Control Panel Tabs



» Data Management — This tab enables you to move and mirror data on NAS servers registered as corefilers
with the cluster. Data management operations can run concurrently with client access to data, and do not
interrupt client access. Refer to Chapter 8, Moving and Mirroring Data on Core Filers (Data Management
Tab) on page 125 for more information.

» Support — Thistab enables you to work collaboratively with Avere Global Servicesif problems occur.
Refer to Section 12.3, “ Support Tab” on page 172 for more information.

If acondition occurs that affect the operation of the cluster, the Avere Control Panel displays a system error
(red) or alert (yellow) at its upper left-hand corner. Clicking on the notification takes you to the dashboard,
where you can view problem details and troubleshooting information.

Y ou can view online help text for control elements on the screen by moving your cursor to the left of the
element’slabel. A question mark appears; holding your cursor over the question mark displays help text for
that control element.

Cache Policy Cache Policy
Caching Mode | Read/Write 3 Caching Mode | Read/Write 3
Mass Verification |' MNewer : ‘I Mass Verification |' MNewer - ‘I
) ) p e - — e
Maximum writeback delay | 1 Hour v O remr—— delay before data written by clients is <)
written back to the core filer.

1.6.3. Logging Out of the Avere Control Panel

[] Tologout of the Avere Control Panel:

1. Click the L ogout button near the upper right-hand corner of the browser window. Y our administrative
session ends and the browser displays the Avere Control Panel’s Login page.

2. To ensure acomplete logout, shut down the browser.

1.7. Search Functionality
Several pagesin the Avere Control Panel now include a Sear ch field. These include the following:

* Manage V Servers, described in Section 4.2 on page 76.
» Manage CoreFilers, described in Section 3.1 on page 56 and Section 3.2 on page 58.
» Data Management Tab, described in Chapter 8 on page 125.

Y ou can search for an item in any column of the associated table, below the Sear ch field. Thisfilters the table
so that only rows that have items matching the search string are displayed.

In the following example, the first panel shows alist of cluster networks with no filter applied, the second
panel shows the list filtered by “cluster”, which is applied to the Network Name column, and the third panel
showsthelist filtered by “6”, which is applied to the Total Addresses column. Note that if the search filter
were, for example, “10.1”, there would be no changes, because “10.1” is present in every row.
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Cluster Networks Add Modify Remove

Showing 1 to 2 of 2 entries Search: |

Network Name Addresses Per Node Address Ranges Total Addresses m

10.1.20.131-10.1.20.132

S 10.1.20.133-10.1.20.134
new 2 10.1.20.138-10.1.20.144 -]
Showing 1 to 2 of 2 entries
Add Modify Remove
Cluster Networks Add Modify Remove
Showing 1 to 1 of 1 entries (fitered from 2 total entries) Search:| cluster

Network Name Addresses Per Node Address Ranges Total Addresses m

10.1.20.131-10.1.20.132
e 10.1.20.133-10.1.20.134

Showing 1 to 1 of 1 entries (fitered from 2 total entries)

Add Modify Remove
Cluster Networks Add Modify Remove
Showing 1 to 1 of 1 entries (fitered from 2 total entries) Search:| 8

Network Name Addresses Per Node Address Ranges Total Addresses “

10.1.20.138-10.1.20.144

5howmg1 to 1 of 1 entries tfntcmd from 2 total entries)
Add Modify Remove

1.8. Avere Documentation

In addition to this Daily Operations Guide, the following documentation is available from the Support web
site.

o FXT SeriesInstallation Guide — How to install and maintain FXT Series hardware

» Avere Quick Start Guide — How to set up and initially configure an Avere production system

Release Notes — L ate-breaking information about the Avere product

Third-Party Licenses Reference — Provides licensing information for the third-party software used by the
Avere product

Avere Documentation
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Chapter 2. Configuring the Cluster (Settings Tab | Cluster)

Y ou can display and adjust cluster-wide settings from the pages listed below the Cluster heading on the

Settings tab. Many of the parameters listed on the Cluster pages are defined during initial cluster configuration,
but you can make updates at any time.

For initia setup, refer to the Avere Quick Start Guide. Y ou can then configure the cluster for your particular

situation.
Dashboard QMM Analytics = Data Management | Support
i
General
Cluster name |LiGo_CIusIer |
Cluster —]
General Setup Allow ”MO“f%ﬁfrﬁ:Cm & [ Only available if this setting was enabled
Administrative Network in a previous Avere OS version.
Cluster Network Enable advanced networking |~/
FXT Nodes Internat VLAN |: Default (tag: -, gateway: 10.1.0.76 ) ::I
High Availability
Manitoring Web Proxy Information (Optional)
Schadules URAL |hnp:!!ourproxy.onmpanv.oom |
Directory Services —
i User name |adm|n|strator |
Kerberos
Login Services Password | ----------------------- |
Active Directory
O ptimiz ati
pINTZaton Revert | | Change cluster parameters |
IPMI
Support Network Options
Licenses Enable link aggregates for all (3
Cloud Credentials interfaces in the cluster
VLAN ) Enable dynamic LACP [
Revert | | Submit |
Administration (-]
Node Name Settings
Only appears if advanced (@ Mede Prefix | |
networking is enabled.
First Mode Mumber | |
| Change Node Names |

Cluster settings not covered in this chapter can be found in the following sections:

» Chapter 5, Advanced Networking and VLANS on page 89

» Section 7.5, “Joining an Active Directory Domain” on page 109

» Chapter 8, Moving and Mirroring Data on Core Filers (Data Management Tab) on page 125
 Section 9.9, “Monitoring the Cluster from Outside the Avere OS’ on page 148
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2.1. General Setup

The General Cluster Setup page allows you to change the cluster name, determine how nodes are added to
the cluster, and enable networking options.

2.1.1. Modifying the Cluster Name

The cluster name can include letters, numerals, and the dash (-) and underscore () characters. It cannot include
other punctuation or specia characters. The cluster name can be from one to 16 charactersin length.

The base cluster name is used to create default names for new nodes that join the cluster. The base cluster
name does not affect the names of nodes that previously joined the cluster or that were manually renamed.

To change the name of acluster:

 Enter the new name in the Cluster name field and click the Change cluster parameter s button.

@ Note

If you have configured CIFS access and are using the cluster (NetBIOS) name as the name of the
CIFS server, changing the cluster name does not change the CIFS server name. The Avere CIFS
service continues to use the server name listed on the CIFS Configuration page.

To restore the original name of the cluster before clicking the Change cluster parameter s button:

» Click the Revert button.

The Revert button has no effect if the new name has been committed by clicking the Change cluster
parameter s button.

2.1.2. Allowing Unconfigured FXT Nodes Automatically Join the Cluster

If this option has previously been enabled, you can deselect the Allow unconfigured FXT nodesto join this
cluster checkbox and click the Change cluster parameter s button.

Note

This option has been removed, and the field will only appear if it has previously been enabled. If
you disable this option, you will not be able to re-enableiit.

2.1.3. Enable FIPS Mode

12

FIPS 140-2 Level 1 certification for cryptographic modules.

The Avere FXT core cryptographic module has been validated for the FIPS 140-2 Level 1 standard. The cluster
uses the OpenSSL certificate #1747 for cryptographic functions such as encrypting objects and TLS/SSL
connectionsto corefilers.

FIPS mode is disabled by default. Once enabling the FIPS object module and restarting the cluster, only NIST-
validated (stronger) cryptographic algorithms may be used in cryptographic functions. Weaker algorithms like
RCA4 are not available for use when FIPS mode is enabled. With FIPS mode on, the hardware platform's CPUs
will use their AES-NI feature to perform cryptographic functions and minimize the effect on the CPU.

Enabling or disabling FIPS mode
FIPS mode is applied cluster wide. Enabling or disabling FIPS mode requires a cluster-wide restart.

General Setup



Note

It is recommended to add and configure core filers PRIOR to enabling FIPS mode because some
object stores use non-approved cryptographic algorithms by default.

[] Toenable/disable FIPS mode and reboot the cluster:

1. Navigate to the Settingstab > General Setup link under the Cluster section.
2. Check or uncheck the Enable FIPS maode box.

3. Click the Submit button.
4.

Check the Restart cluster now box. If wanting to reboot the cluster later, reboot from the System
Maintenance page.

5. Click OK.

2.1.4. Web Proxy

If your network uses aweb proxy server, you will need to configure the cluster to use that web proxy. To add
aproxy configuration, see Section 2.5, “Proxy Configuration” on page 31. Once added, select the proxy
configuration from thisfield.

2.1.5. Setting Link-Aggregation Parameters (includes LACP)

If you want to use link aggregation, either static link aggregates or dynamic Link Aggregation Control Protocol

(LACP) aggregates, you will need to enable link aggregation.

In most cases, enabling link aggregation on the cluster requires a configuration change on your network switch.

Refer to the documentation for your switch, or consult with your Avere Systems representative for more
information.

Web Proxy
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[]  Tochangethe cluster'slink-aggregation parameters:

1. For either static or dynamic link aggregation, select the Enable link aggregatesfor all interfacesin the
cluster checkbox.

In astatic link aggregate, outgoing traffic is load-balanced across the active ports, and incoming traffic
from all active portsis also accepted.

2. If your network uses Link Aggregation Control Protocol (LACP) as specified by |EEE 802.1AX-2008
(formerly 802.3ad), select the Enable dynamic L ACP checkbox. Do not select this checkbox if your
network uses static aggregation.

3. Choose Revert to restore the original networking parameters, or Submit to commit any changes.

A FXT cluster typically includes two 10GB ports, four 1GB ports, and two 1GB management ports (e0a
and e0b). How the ports are aggregated depends on the Administrative Network settings, described in
Section 2.3.10, “Reserving FXT Series Ports for the Management Network” on page 27.

2.1.5.1. Using a Separate Management Network

If Use separate management network is enabled on the Administrative Networ k settings (Section 2.3.10,
“Reserving FXT Series Ports for the Management Network” on page 27):

» A single 2-port link aggregate will be created, including both 10GB ports (2 x 10GB), and a separate 2-port
link aggregate (2 x 1GB) reserved for the management network. Thisyields:
« 2x 10GB Client / Cluster Network link aggregate
¢ 2x 1GB Separate Management Network link aggregate

« If both portsin the 10GB aggregate fail, Avere OS transitions to a 4-port link aggregate using the four
remaining 1GB interfaces (4 x 1GB). Thisyields:
¢ 4x 1GB Client / Cluster Network link aggregate
* 2 x 1GB Separate Management Network link aggregate

(gx_: Note

When Use separ ate management network is enabled, then if the optional non-management
MTU and non-management netmask have been specified, they continue to be used, even after the
checkbox is desel ected.

Make sure you remove the non-management MTU and non-management netmask settings before
deselecting Use separ ate management network.

When joining a node to a cluster with a physically separate management network, connect only
the cluster ports on the joining node. Once the node has joined, the management network ports
may be connected.

2.1.5.2. Management Network is Not Separate

If Use separ ate management network is not enabled on the Administrative Network settings
(Section 2.3.10, “Reserving FXT Series Ports for the Management Network” on page 27):

» A single 2-port link aggregate will be created, including both 10GB ports (2 x 10GB). Thisyields:
* 2x 10GB Client / Cluster / Management Network link aggregate

« If both portsin the 10GB aggregate fail, Avere OS transitions to a 6-port link aggregate using the six
remaining 1GB interfaces (6 x 1GB, including the two that would have been used for Separate Management
Network). Thisyields:
¢ 6x 1GB Client / Cluster / Management Network link aggregate
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2.2. Managing FXT Nodes

The FXT Nodes page displays information about the selected node, and a list of unconfigured FXT nodes that
are visible to the cluster on the network.

Refer to Section 2.2.1, “Adding FXT Nodes to the Cluster” on page 17 for information on adding FXT
nodes to the cluster.

Y ou can get general information about the nodes in your cluster from the Nodes tab on the Dashboard, as
described in Section 9.6, “Nodes Tab” on page 145.

Y ou can use the FXT Nodes page to add a node to the cluster, to restart or shut down a node, to reformat the
node if necessary, or to remove it from the cluster.

Dashboard VG Analytics = Data Management | Support

Showing 1 to 3 of 3 entries Search: | |
Core Filer - —
S —
| Restarl Services | | Rebool | | Pawer down |
General Setup
Administrative Network I'.D.n?: NAA up | Remaove | | Reformat | | Offline |
i
uspen
FXT Nodes
High Availability | Restartsenvices | | Reboot || Powerdown |
Maonitoring -
P —— I'_DDJ?_ 2 NAA up | Remave | | Reformat | | Offline |
Kerberos
Login Services | Restarl Services | | Rebool | | Pawer down |
Active Directo ronh- p— :
ry — MNAA up | Remave | | Reformat | | Offline |
Optimization
Suspend
-
Support Showing 1 to 3 of 3 entries
Licenses FXT Nodes - Unjoined
I e e N TN
VLAN
Caution

cam

Any node operations that affect the node’ s connectivity to an active cluster, including removal,
restart, and shutdown, can cause temporary service disruptions to clients.
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2.2.1. Adding FXT Nodes to the Cluster

Node names are automatically assigned as each node joins a cluster. Y ou can customize the node naming
scheme as described in Section 2.2.2, “ Automatic Node Naming” on page 17.

[]  Toadd specific nodesto the cluster:

1. Navigateto the Settings > Cluster> FXT Nodes page.
2. Locate thelist of unconfigured nodes on the network in the Unconfigured FXT Nodestable.
3. For each node that you want to add to the cluster, click the Allow to join button.

When anew node is added to the cluster, all client and core filer interfaces are automatically rebalanced
across all nodes, including the new node. This can result in abrief suspension of file services. No data loss or
corruption results from the rebalancing operation.

Y ou can use the Update Softwar e Version button to update the software on an unjoined node, allowing you to
keep unjoined nodes in reserve with the same version of the software running on the rest of the cluster.

2.2.2. Automatic Node Naming

Node names are automatically assigned as each node joins a cluster. The names are generally of the form
nodeparti al _UU D.

]  To customize the node naming scheme:

1. Navigateto the Settings > Cluster> General Setup page.

2. Inthe Node Prefix field of the Node Name Settings section, enter a prefix for all nodes. For example, if
you want all FXT nodes to be named tiered_number, enter t i er ed_ in thefield. Y ou can specify trailing
pound signs (#) to indicate placeholder digits. Thus, if you enter t i er ed_### in the field, nodes would
be named tiered_001 or tiered 020, instead of tiered_1 or tiered_20.

3. IntheFirst Node Number field, optionally enter the number for the first node in the cluster. Additional
nodesin the cluster are numbered sequentially from the specified number. For example, if you specify 10
asthe first node number with the prefix t i er ed_###, nodes are named tiered_010, tiered 011, and so on.

4. Click the Change Node Names button. The specified naming scheme is applied to nodes that are
aready in the cluster and to any nodes that are subsequently added to the cluster. Y ou can change
an individual node name from its Node Details page, as described in Section 2.2.4, “Node Details
Page” on page 18).

2.2.3. FXT Node Actions
There are several node actions which are available to take depending on the state of the FXT node.

* Restart services - Restart all Avere OS services on a node.

* Reboot - Restart anode.

» Power down - Shut down a node.

» Reformat - Reformat data drives on anode. The cluster will automatically reformat data drives when an
issueis detected. When the format is complete, the node will run without the faulted drive. A condition will
indicate that the physical drive will need to be replaced. To incorporate the replaced drive in the system,
administrators will need to manually click the Refor mat button. Only one node can be reformatted at atime.

* Modify settings - Modify a node's settings, including its name and its optional IPMI configuration. Click
the M odify settings button to go to the Node node_name - Settings page. See Section 2.11, “Configuring
IPMI Cards’ on page 54 for details on configuring anode's IPMI settings.

* Remove - Remove a node from the cluster.
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Note

Before removing a node from the cluster, ensure that the Allow unconfigured FXT nodesto
join thiscluster checkbox is disabled, as described in Section 2.1.2, “ Allowing Unconfigured
FXT Nodes Automatically Join the Cluster” on page 12. If you remove a node from a cluster
that unconfigured nodes automatically join, the removed node can immediately rejoin the
cluster from which it was just removed.

2.2.4. Node Details Page

18

Y ou can change a node name in one of two places:

» From the Node Details page, accessed when you click on the name of a node in the head of the node’ stable
of basic information

» From the Node Settings page, accessed when you click M odify settings from the FXT Nodes page.

If you click on the name of anode in the head of the node' s table of basic information, the Node Details page
opens and displays the following information:

* A node-name drop-down list — Choose the name of the node in the cluster for which you want to view
details.

Mode Details

Mode List = Choose Node: | ronh-gim-twi =

Edit Node ronh-sim-twi

Node Mame | ronh-sim-tw |

(3 Mode | No IPMI Configuration 3

Cluster P 10.1.10.212 {Brimary)
10.1.10.213

Client Facing IPg  vserverl
10.1.10.220
10.1.10.221

¢ Chassis View —Visudization of the FXT node and its disks.

Administrators can identify drives, drive failures, and remotely flash drive bay lights. Chassis view is
available on all models except the 2300, 2500, 2700, and virtual FXT (VFXT) models. On the 2550 and 2750
models, data drive signaling is supported but system drive signaling is not supported.

Node Details Page



Features include:

« Drive bay numbers displayed when mousing over the drive bay. Drive 3 is highlighted in the example
above.

¢ Drivesignaling (blinking bay light) by clicking on the drive bay. Click again to disable.

< Drive bay(s) highlighted when drive failure is detected. Example below.

» Node performance — Performance at the current time and averages over the previous minute, including:
¢ Operations per second
« Cache hit rate percentage
 Latency in milliseconds

» Cluster performance — Performance at the current time and averages over the previous minute, including:
« Operations per second
» Cache hit rate percentage
¢ Latency in milliseconds

* Node Name — The editable name of the node.

[]  Tochange the node name:

1. Inthe Node Namefield, enter the new name.
2. Choose Reset to restore the original 1P address settings, or choose Submit to commit any changes.

Note

Node names can contain a phanumeric characters, underscores (_), and dashes (-); they cannot
contain spaces or other special characters.

Cluster IP addresses, including the following:

¢ The primary cluster address for the node

 Listof all cluster addresses for the node

* List of client-facing addresses assigned to the node

 Image information — The software available for running, including the following:
 Active (currently running) software image
 Alternate software image

Hardware Summary — Information about the hardware. This includes the following:
¢ A list of hardware components, including the component name and details for each component.
» Datafrom environmental sensor ports, including:
e Sensor name
« Current reading
» Sensor status
* Theserial number of the VMWare connection.
* The FXT Node type, or whether the system isa simulation.

of connectionsto it.

Node Details Page

CoreFiler Connections— The core filer name or IP address to which the node is connected, and the number
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2.3. Administrative Network Settings
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The Administrative Networ k page, located under the Cluster heading on the Settings tab, allows you to
configure administrative settings for the cluster.

Note

(&~

The fields on this page will vary, depending on whether advanced networking is enabled or not, as
described in Section 5.1, “Enabling Advanced Networking” on page 90. However, as of Avere
0OS 3.1, advanced networking is enabled by default for new clusters.

Dashboard EEfaiyW i Analytics

General Setup
Administrative Network
Cluster Network

FXT Nodes

High Awailability
Monitoring

Data Management | Support

Management IP |10.1.2.199

Management netmask |255.255.224.0

Default MTU (optional) |

Default Router |10.0.0.0

Static Routes |1.1.1.{J 255.255.256.0 10.0.68.1

Schedules

Directory Services

DNE server(s) | 10.0.01

Only appears if advanced
networking is notenabled. | DNS domain |dnmai n.com

Kerbaros

Login Services
Active Directory
Optimization
IPMI

Support

Licenses

Cloud Credentials
WLAN

Administration

&

DMNS search

Timezone | America/New York

NTP server(s) | ntp.company.com

Use multicast NTP servers ||

Use separate management |/
network

Node Management Addresses (optional)

Revert | | Submit

Node admin first IP [10.12.140.1

Node admin last IP[10.12.140.3

Number of IPs inrange 3

| Revert | | submit |

Administrative Network Settings—With Advanced Networking Not Enabled
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Dashboard QESINNIWEMN Analytics | Data Management | Support | Ligo Cluster .

Aminisirtive ework

Core File -+

Managoment P [10.118.149 |

Clust —

Managoment noimask.[265.266.224.0 |

General Setup

Administrative Netwark ( Management VLAN | Default (tag: -, gateway: 10.1.0.76 ) :D

Cluster Network Detautt MTU (optional) | R |

FXT Nodes A

High Availabiliy DNS sarvar(s) |10.0.B.4 \ |

_ 3\

Monitoring DNS domain |dns.oompany.oom \ |

Schedules 'i‘

Directory Services DNS search | \‘ |

1\

Kerbe ) s - .
s (3 Timezone | America/New York \ v

Login Services \ \ :

Active Directory (%) NTP server(s) |ntp.oompany.onm \ |

Optimization L

1Pl Use mulicast NTP servers || These fields only appear when

- advanced networking is enabled

Support Use separate management || ,

Licenses network | Revert | | Suﬁmit |

Cloud Credentials

WLAN Node Management Addresses (optional)

Actlons

Add New Node Management Address Range

Node admin first P |10.12.140.1

Node admin lastIP 10.12.140.3

Mumber of IPs inrange 3

Node admin subnet mask  |255.255.224.0

(2) Mode admin VLAN | Default (tag: -, gateway: 10.1.0.76 )

Administrative Network Settings—With Advanced Networking Enabled
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2.3.1. Management IP

[]  Tochange the management interface:

1. Navigate to the Settings > Cluster > Administrative Network page.

2. Enter, verify, or change the |P address in the M anagement | P field. The address must be in 1Pv4 dotted
notation.

3. Choose Revert to restore the original management interface settings, or choose Submit to commit any
changes.

4. If necessary, refresh the browser window or enter the management interface’ s new URL in the browser’s
navigation bar, then log back into the Avere Control Panel.

2.3.2. Management Netmask

Y ou can specify anetmask for the cluster’ s management network. The netmask is applied to all cluster
interfaces, including client-facing addresses, cluster addresses, and management addresses.

[]  Tosetthecluster's management netmask:

1. Navigate to the Settings > Cluster > Administrative Network page.

2. Enter, verify, or change the netmask in the M anagement Netmask field. The netmask can be specified in
either dotted IPv4 notation (for example, 255. 255. 255. 0) or intheformat / nunber _of _bi t s (for
example, / 16) .

3. Choose Revert to restore the netmask settings, or choose Submit to commit any changes.

2.3.3. Management VLAN

Note
Thisfield isonly available if advanced networking is enabled.

Thereisat aminimum one VLAN in a cluster when advanced networking is enabled. If you have created
addtional VLANS, as described in Section 5.2, “Creating a VLAN” on page 90, you can select one of
those, rather than the default VLAN, as a management VLAN.

[ Tosetthecluster's management VLAN:

1. Navigate to the Settings > Cluster > Administrative Network page.
2. Select the VLAN you want to use from the M anagement VL AN drop-down list.

3. Choose Submit to commit any changes.
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2.3.4. Default MTU Value

Y ou can optionally specify a default maximum transmission unit (MTU) setting for the cluster. The MTU
setting is used on all cluster interfaces, including client-facing addresses, cluster addresses, and management
addresses. However, the MTU can be changed for each individual VLAN, as described in Section 5.2,
“Creating aVLAN" on page 90.

Typical valuesfor the MTU setting are 1500 (the default) and 9000. Custom values are also permitted. If you
specify avalue greater than 1500, jumbo frames (with more than 1500 bytes of payload) are automatically

enabled for the cluster.
' Important
° Before setting or changing the cluster’ sMTU value, verify the proposed value with your network

administrator, particularly if you are specifying a value that enables jumbo frames.
[] Tosettheclustersdefault MTU value:

1. Navigate to the Settings > Cluster > Administrative Network page.
2. Enter, verify, or change the MTU valuein the Default MTU (optional) field.

3. Choose Revert to restore the original management interface settings, or choose Submit to commit any
changes.

2.3.5. Setting the Default Router
The default router will be used by all of the cluster’ sinterfaces.

Note
Thisfield isonly available if advanced networking is not enabled.
[]  To specify the default router:

1. Navigate to the Settings > Cluster > Administrative Network page.

2. Enter, verify, or change the default router in the Default Router field. The router must be specified in
dotted 1Pv4 notation.

3. Choose Reset to restore the default router settings, or choose Submit to commit any changes.

Default MTU Value 23



2.3.6. Static Routes
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O

If your network infrastructure uses static routes, you can configure the cluster to use them.

Note
Thisfield isonly available if advanced networking is not enabled.

To configure the static routes:

1. Navigate to the Settings > Cluster > Administrative Network page.

Dashboard LW Analytics | Data Management | Support LiGo_Cluster .

Modify
Cluster
10.1.0.76 Default (tag: -) destlP102.1.0.0,netmas k:255.255.255.0, gateway 1521681 1

Goneral ot
Administrative Network

Cluster Networks 110.1.02  my_VLAN(tag:42) Add

FXT Nodes

High Availabilty Modify Static Routes For 10.1.0.2

Menitoring Route 1

Schedules Destination IP [102.1.0.1 |

Directory Services (® Netmask [255.266.255.0

Kerberos

Gateway [192.168.1.1
Login Services

Active Directory

Remove This Route

Optimization Route 2

1Pl Destination IP [102.1.0.2 |

Support

) Netmask [255.255.255.0 |

Licenses '

Cloud Credentials Gateway [192.168.1.1 |

VLAN Remove This Route
Go back to VLAN configuration page Add Another Route

2. Inthe Static Routesfield, enter the following three values as a space-separated list. All three values must

be specified in dotted | Pv4 notation.
 Destination IP address

» Netmask (can be specified either in dotted |Pv4 notation or in/ nunber _of _bits format)

* Gateway

The following example specifies a static route with the destination 1P address 1.1.1.0, the netmask

255.255.255.0, and the gateway 10.0.8.1:
1.1.1.0 255.255.255.0 10.0.8.1

3. Enter additional static routes as a comma-separated list of space-separated tuples. The following example

adds an additional static route to the initially entered route:

1.1.1.0 255.255.255.0 10.0.8.1, 2.2.2.0 255.255.255.0 10.0.8.1

4. Choose Reset to restore the original static routes, or choose Submit to commit any changes.

Static Routes




2.3.7. Setting DNS Parameters

Specifying a DNS domain is optional, but recommended for an NFS-only cluster configuration. If you do not
configure DNS, then all machines listed in the configuration (for example, the core filer, NTP server, sysog

server, and so forth) must be identified by their numerical IP address. If you plan to configure CIFS access, you

must specify a DNS domain for use by the Active Directory.

Note

To distribute the overall load among servers, configure your DNS domain to use round-robin load

distribution for client-facing |P addresses.

A DNS name can include alphanumeric characters (A-Z and 0-9) and the hyphen character (-). It can include
the period character (.) as adelimiter between segments of domain names.

1  Tochangethecluster's DNS settings:

1. Navigate to the Settings > Cluster > Administrative Network page.
2. Verify or change the DNS server address in the DNS server field.

3. Veify or change the DNS domain name in the DNS domain field.
4

Optionally, enter up to six space-separated domain namesin the DNS sear ch field. The domain
names listed in thisfield are used to resolve partially qualified domain names in netgroup listings. See
Section 2.9.2, “ Configuring Netgroups’ on page 47 for more information.

5. Choose Reset to restore the original DNS settings, or choose Submit to commit any changes.

Configuring DNS for the Cluster

For optimal performance, configure client-facing Avere addresses as shown in the following figure:

Avere DNS Configuration

Avere client-facing addresses must be

configured as depicted in this diagram. 10.00.10

avere is the server argument for
client mount commands.

An internal-use client* name must
exist for each Avere service address.

A
A———> “

PTR
A

\ A
/ \
named.conf modifications:
options { PTR
rrset-order {

class IN A name "avere.example.com" order cyclic;
Yi
Yi

Setting DNS Parameters
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The following nsupdate commands provide an example of configuring DNS correctly:

updat e add avere. exanple.com 86400 A 10.0.0.1
updat e add avere. exanple.com 86400 A 10.0.0.1
updat e add avere. exanple.com 86400 A 10.0.0.1

N~ O

update add client10. exanpl e.com 86400 A 10.0.
update add clientll. exanple.com 86400 A 10.0.
update add client12. exanpl e.com 86400 A 10.0.

ooo
el
N RO

update add 10.0.0. 10.i n-addr. arpa. 86400 PTR client 10. exanpl e. com
update add 11.0.0. 10.in-addr.arpa. 86400 PTR client1l. exanpl e.com
update add 12.0.0. 10.in-addr. arpa. 86400 PTR client12. exanpl e.com

2.3.8. Timezone

[ Tosettheclusterstimezone:

1. Navigate to the Settings > Cluster > Administrative Network page.
2. Select the desired timezone from the Timezone drop-down list.

3. Choose Reset to restore the original timezone, or choose Submit to commit any changes.

2.3.9. Setting NTP Parameters
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' Important

4 * Itisstrongly recommended that you use NTP in your cluster. Not using NTP can result in
inconsistent timestamps, causing files to appear as if they have gone forward or backward in
time.

* Itisrecommended that you use either one NTP server or three or more NTP servers. Using two
NTP servers can result in time synchronization failures, inconsistent timestamps, and out-of-
order file operations.

[]  Tochangethe cluster'sNTP settings:

1. Navigate to the Settings > Cluster > Administrative Network page.

2. Enter one or more NTP servers (DNS names or |P addresses) in the NTP server (s) field. Enter multiple
servers as a commarseparated list.

3. If your site uses multicast/broadcast NTP, check Use multicast servers.

4. Choose Reset to restore the original NTP settings, or choose Submit to commit any changes.

Important

CIFS access requires that NTP be enabled and use the same time source on all CIFS-related
system components, including the cluster, the core filer, the Active Directory/Kerberos server,
and CIFS clients, be within five (5) minutes of one another. If the clock skew between any two
components is more than five minutes, CIFS access is denied.

Timezone



2.3.10. Reserving FXT Series Ports for the Management Network

Avere network interfaces typically migrate to any available port if there is a port failure or other network
interruption. If the available ports include the 1-GbE e0a and e0b ports on an FXT Series node, afailed
interface (including a 10-GbE interface used for client or cluster traffic) can migrate to either of these ports.

[  Toprevent thissituation and ensure that the eDa and eOb ports are always used for management:

1
2.
3.
4.

Navigate to the Settings > Cluster > Administrative Network page.
Check Use separate management network.
If needed, enter optional non-management netmask and optional non-management MTU.

Choose Reset to restore the original NTP settings, or choose Submit to commit any changes.

2.3.11. Node Management Addresses

Optionally, you can specify arange of |P addresses that are reserved for use by management interfaces, and are
distributed across each node in the cluster so that each node is guaranteed to have at least one management | P.

If you specify arange of management I P addresses, the cluster retains them until they are needed. For example,
if you specify arange of twelve |P addresses in a three-node cluster, the cluster allocates one management

address to each node in the cluster and retains the remaining nine addresses in case more nodes are added to the
cluster. If nodes are added, the cluster assigns each new node a reserved | P address until the range is exhausted.

If you specify areserved range of management | P addresses, ensure that the number of nodes in your cluster
does not exceed the number of reserved | P addresses. Y ou can add more | P addresses to the range if your
cluster grows beyond the range number.

' Important

° It is strongly recommended that the gateway of the management VLAN should match the gateway
of the (optional) node administration VLAN. Otherwise, the management interface may exhibit
strange behavior.

[ Tospecify areserved range of management | P addresses:

Navigate to the Settings > Cluster > Administrative Network page.

Select Add New Range, or M odify for an existing address range. Y ou can also choose Remove to remove
an existing range, freeing the | P addresses for other uses.

Inthe Add New Node Management Address Range or M odify Node M anagement Address Range
panel, enter the first |P address in the range of reserved management addresses into the Node admin first
IP fidd.

Enter the last | P address in the range of reserved management addressesin the Node admin last I P field.

At this point, the number of 1P addresses being allocated will appear in the Number of IPsin rangefield.
If the number is 128 or more, you will be asked if you really want that many addresses allocated. If the
number is what you want, you simply need to submit the changes; otherwise, you will have an opportunity
to correct the entry.

(Advanced networks only) Enter the subnet netmask of the range of addresses in the Node admin subnet
mask field.

(Advanced networks only) From the Node admin VL AN drop-down list, select the VLAN that the node
administration | P addresses are to use, preferably with the same gateway as the (optional) management
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VLAN. Possible values include Default and any management-role VLANS that you created in Section 5.2,

“Creating aVLAN" on page 90.
7. Choose Submit to commit any changes.

8. The Avere OS displays a pop-up that warns you about client disruption and asks you for confirmation to
proceed. Click OK.

If you specify areserved range of management | P addresses, the | P address assigned to each node is displayed

on the Dashboard. These | P addresses are listed under a column named Node M gmt | P on the Dashboard’s
Nodes tab. The Avere Control Panel displays this column only if there is areserved range of management IP
addresses.

2.4. Cluster Networks

28

The operation of the cluster depends on network links among the cluster’ s constituent nodes. Cluster IP

addresses must be manually assigned (that is, not assigned by DHCP) and must be in a contiguous range. The

Cluster Networks page allows you to assign these addresses.

Each cluster network includes one or more network address range. After you create a network and assign the

number of 1Ps per node, you can create one or more address ranges from the Addr ess Ranges panel to assign

to the network.

@; Note

The fields on this page will vary, depending on whether advanced networking is enabled or not, as

described in Section 5.1, “Enabling Advanced Networking” on page 90. However, as of Avere
0S 4.5, advanced networking is enabled by default for new clusters.

Dashboard EEFSILNERE Analytics | Data Management = Support LiGo_Cluster

Cluster e Add Modify Remove
General Setup Showing 1 to 2 of 2 entries Search:
Administrative Netwaork
Network Name Addresses Per Node Address Ranges Total Addresses
Cluster Networks
FXT Nodes cluster 10.1.20.131-10.1.20.134
High Availability new 10.1.20.138-10.1.20.144 (]
o Showing 1 to 2 of 2 entries
Monitoring Add Madify Remove
Schaedules
Directory Services
Kerberas Address Ranges
Login Services
MActive Directory
O ptimization Add Modify Remove
1PN Showing 1 to 2 of 2 entries Sparch:
Support
Network Name Address Range Subnet Mask Total Addresses
Licenses
Cloud Credentials cluster 10.1.20.131-10.1.20.134 255.2565.224.0
VLAN N 10.1.20.138-10.1.20.144 255.255.255.0
Showing 1 to 2 of 2 entries
Adminiztration o Mdd Muodify Remove

Cluster Network Settings—With Advanced Networking Enabled

Cluster Networks




Enter a search term in the field above the Cluster Networ ks and Address Ranges tables to filter the display,
as described in Section 1.7, “ Search Functionality” on page 8.

2.4.1. Creating Cluster Networks

[]  Tocreate acluster network:

1. Navigateto the Settings > Cluster > Cluster Networ ks page.

2. If you are modifying or removing an existing network, select the network in the Actions column of the
Cluster Networks panel.

3. Fromthe Cluster Networks panel, click on one of the following:
» Add (Advanced networks only) — If advanced networking is not enabled, you can have one and only one
network.
« Modify — Allows you to change the number of |Ps assigned to each node.
* Remove (Advanced networks only) — Removes an existing network, freeing the I P addresses used by
that network for other uses.

If you have selected Add or M odify, the Add New Network or M odify Existing Network wizard starts.

Add New Network ®

Metwark name |new netwark |

Mumber IPs per node |2 |

Cancel Add Network
e

Note

Using the browser’ s back button will exit the wizard. Use the Back button on the wizard
instead. Y ou can choose Cancel at any point.

4. If you are adding a network, enter the name in the Networ k namefield. The field will not be available if
you are modifying an existing network.

5. To specify aminimum number of cluster addresses to be held by each nodein an FXT cluster, enter the
number in the Number 1Ps Per Node field. This number must be at least 1.

2.4.2. Cluster Network Settings
] Tosetthecluster IP addresses:

1. Navigateto the Settings > Cluster > Cluster Networks page.

2. If you are modifying or removing an existing address range, select the range in the Actions column of the
Address Ranges panel.
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10.

From the Address Ranges panel, click on one of the following:

» Add (Advanced networks only) — If advanced networking is not enabled, you must have one and only
one address range.

» Modify — Changes the range of |P addresses.

* Remove (Advanced networks only) — Removes an existing range, freeing the | P addresses for other
USES.

If you have selected Add or M odify, the Add New Address Range or M odify Existing Address Range
wizard starts.

Add New Address Range x

MNetwork name | cluster |

(@ First P [10.1.20.134 |

Last P [10.1.20.144 |

Number of IPs in range 11

Subnet mask |255.255.255.0 |

VLAN [ default )

Cancel Add Addresss Range
P

(-\/'g;_a Note

Using the browser’ s back button will exit the wizard. Use the Back button on the wizard
instead. Y ou can choose Cancel at any point.

If you are adding a | P address range, choose the network that will use these |P addresses from the
Networ k name drop-down list. The drop-down will not be available if you are modifying an existing
network.

Enter thefirst IP address in the range into the First I P field.
Enter the last IP address in the range into the Last | P field.

At this point, the number of |P addresses being allocated will appear in the Number of IPsin rangefield.
If the number is 128 or more, you will be asked if you really want that many addresses allocated. If the
number is what you want, you simply need to submit the changes; otherwise, you will have an opportunity
to correct the entry.

(Advanced networks only) Enter the cluster range’ s subnet mask in the Subnet mask field.

(Advanced networks only) Choose the VLAN from the VL AN drop-down list that cluster interfaces
areto use. Possible values include Default and any cluster-role VLANSs that you created in Section 5.2,
“Creating aVLAN” on page 90.

Choose Cancel to restore the original | P address settings, or choose Add Addr ess Range to commit any
changes.

The Avere OS displays a pop-up that warns you about client disruption and asks you for confirmation to
proceed. Click OK.

After amoment, the new address range appears in the Addr ess Ranges panel.
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2.5. Proxy Configuration

Administrators can add non-transparent proxy server configurations. Configurations are applied to the cluster
or cloud corefiler.

Important
' Only basic authentication is supported. Usernames and passwords are transmitted in plain text.
e Proxy servers requiring encrypted transmissions are not supported.

2.5.1. Add Proxy Configuration

1 Toaddanew proxy configuration:

Navigate to the Settings tab > Proxy Configuration link under the Cluster section.
Click the Add new config button in the upper right.

Enter the Name. This is the administrative name of the proxy configuration.

Enter the URL of the proxy server.

Enter the name and password used to connect to the proxy server.

©o o w0 D B+

Click the Create button.

Proxy Configurations

Add New Config

Define a New Proxy

Name |Squid-NW |

(® UAL |http:/isquid.company.com |

User |avere |

(7)) Password

Create

Once added, atable will display al proxy configurations.

2.5.2. Applying Proxy Configuration to the Cluster
After aproxy configuration has been added, it can be applied to the cluster.
1 Toapply aproxy configuration to the cluster:
1. Navigate to the Settings tab > General Setup link under the Cluster section.
2. Click thefield next to Web proxy (Optional).
3. Select the web proxy.
4. Click the Submit button.
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2.5.3. Applying Proxy Configuration to a Cloud Core Filer

After aproxy configuration has been added, it can be applied to acloud corefiler.

To apply aproxy configuration to the cluster:

1. Navigateto the Settings tab

2. If there are multiple core filers in the environment, select the cloud core filer within the Core Filers
section on the | eft.

3. Click the CoreFiler Detailslink.

4. Select the proxy configuration from the Proxy field. If the Proxy field is not listed, be sure to choose
acloud core filer on the left. If the proxy is not listed, complete the steps under Section 2.5, “Proxy
Configuration” on page 31

5. Click the Submit button.

2.6. Managing Exports (Settings Tab | VServer)

Clientsin the Avere system access information via exports from each vserver. (For more information on setting
up vservers, refer to Chapter 4, Virtual Servers Used for Client Access on page 75.) These exports basically
appear as filesystemsto the client. The cluster gets alist of exports for the virtual server from the corefiler.

Y ou can view and manage export policies and rules from the Settings > VServer > NFS Exports page.

Export policies consist of rules that define client access granted by each policy. Y ou can create export rules
and policies, or use existing policies. The default export policy (named def aul t ) provides full accessto the
exported filesystem. Export policies can be applied to netgroups as well as exports.

You will need tofirst create an export policy (or usethedefault policy), then create any rules you want
to add to that policy. Thisis because each rule requires you to apply it to an existing policy.

If you change an export policy or rule, or bind an export to a policy on the NFS Exports page, the cluster
immediately polls for netgroup information if the required information was not previously obtained by the
cluster.

For information on managing exports on a specific core filer to operate correctly with the FXT Series cluster,
see Appendix A, Core Filer-Specific Configuration Notes on page 177.

@ Note

Y ou must set an Avere data export and directory before enabling high availability, discussed in
the next section, Section 2.7, “High Availability” on page 37. The export must be at least 15
GBinsize

To view and manage export policies and rules, navigate to the Settings > Vservers > Export Rules page.

2.6.1. Creating or Modifying Export Rules
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To create or modify an export rule:

1. From the Export Rules page, select the appropriate export policy from the Policy drop-down list.

If you do not want to use the default policy, which alows full access to the exported filesystem,
you can select Create New Palicy, and follow the procedure in Section 2.6.2, “Managing Export
Policies’ on page 35 to create a policy for therule.
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2. Do one of the following:

» Inthetable of rulesthat is displayed for the export policy, locate the rule that you want to change and

click Modify. The Modify Rule Definition area appears.

¢ Click Add New Rule. The Add Rule Definition area appears.

Dashboard

Client Facing Network Policy | cust_limit % |

CIFs

CIFS Sh:
ares default | * yes | yes

Namespace
Export Policies Important note: for a given client, only the first matching rule is applied.
Export Aules Mtrlbutos

no

SEIWE Analytics | Data Management | Support | 3 1 cluster
Export s
Vserver Details

e ﬂ“.mmmﬂ“
SYS

Add New Rule Definition

st
e | Lrmer | [omw |
| Delete policy cust_limit || Add new rule

Aule scope |' host

Fiter [10.1.22.129

Allowable access | no access

UID mapping [ map root to Anon

Anon [ -2 (nobody)

Allow SUID bits within this
export

Allow submounts within this
axport

Authentication Flavors
uniosys o

Kerbeross

You have not yet enabled Kerberos.
You may modify this setting on the NFS page.

3. Select ascope for the rule from the Rule scope drop-down list. Possible values include the following:

* host — The rule matches a specified host (client).
* netgroup — The rule matches clients in a specified netgroup.

» network — The rule matches clients in a specified network or subnet.

o default — The rule matches all clients.

4. Enter afilter for the rule. Thefilter format is based on the rule scope, asfollows:

* host — The IP address or fully qualified domain name of the host to which the rule applies

» network — The network or subnet to which the rule applies, specified in one of the following formats:

* | P_address/ mask_| engt h; for example, 192. 168. 0. 1/ 24.
» | P_addr ess/ net mask; for example, 192. 168. 0. 1/ 255. 255. 255. 0.
* =NETWORK, where NETWORK is the network name; for example, =EXAMPLE. COM
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* netgroup — The name of the netgroup to which the rule applies, preceded by the @ (at) symbol. For
example, for a netgroup named BUILDHOSTS, enter @BUI LDHOSTS into the field.

» default — The asterisk (*) character, specifying that no filtering is applied.

5. Select the appropriate access level for the rule from the Allowable access drop-down list, one of the
following:
* no access
 read-only
* read/write

6. Select the type of user-1D mapping for the rule from the Ul D mapping drop-down list, one of the
following:
« map root to Anon — Client requests from user ID 0, typically the root user, are mapped to the
anonymous user. Thisis commonly known as “root squashing.”
« map all to Anon — Client requests from all users are mapped to the anonymous user.
* no UID mapping — No user-ID mapping is performed.

7. Select the appropriate user 1D for the anonymous user from the Anon drop-down list, one of the following:
¢ -2 (nobody)
» 65534 (nobody)
¢ -1 (no access)
» 65535 (no access)
e O (unprivileged root)

8. If you want to enable set-user and set-group ID (SUID and SGID) bits on the export, select the Allow
SUID bitswithin thisexport checkbox.

9. If you want to enable access to submounts on the export, select the Allow submountswithin this export
checkbox.

10. From the Authentication Flavors area, select either  UNIX/SY S (the default) or Kerberos.
For more information on enabling Kerberos, refer to Section 2.9.3, “Enabling Kerberos
Authentication” on page 48.

11. Click the Add rule button.
The rule appears at the top of the Export Rules page.
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2.6.2. Managing Export Policies

To view and manage export policies, navigate to the Settings > Vservers > Export Rules page and select the
policy from the Policy drop-down list. The Avere Control Panel displays a page with the export policy rules, as
described in Section 2.6.1, “Creating or Modifying Export Rules’ on page 32.

Caution

If you share an NFS export through CIFS, do not change the export policy or rules on the NFS
export after setting up sharing. Doing so can result in unpredictable access to the export through
CIFS and possible unauthorized access to data.

2.6.2.1. Creating and Applying a New Policy

[] Tocreate anew export policy:

1. Navigate to the Settings > Vservers > Export Rules page and select the policy from the Policy drop-
down list.

2. Click the Create new policy button on the top right.
3. Enter the name of the new policy in the pop-up box that appears and click Submit.

4. Add any rulesto the new policy as described in Section 2.6.1, “Creating or Modifying Export
Rules’ on page 32.

] Toapply anexport policy:
1. Navigateto the Settings > V Servers> Export Policies page.
2. Select the vserver that will be exporting the filesystem.

3. Select the corefiler that holds the files for the filesystem. The page is populated by the exports available
on that corefiler.

Dashboard QIS0 Analytics | Data Management | Support
vearvor - Export Polces
Manage VServers Care Filer |: grape #:
vservert M Exports available to client computers
ot el woliker 1 [ default §) Excort Rules Qtrees
Client Facing Network
[ 4| Export Rules Qtrees
Namespace ~volawsen | default ¥ | Expor Hules
Export Policies Aradicit | default 4] Export Rules Qtrees
Expaort Rules p .
fvoltloster | default 4| Export Rules Qtrees
NFS : J
CIFS fvoliakiter_nt I: default ¢:| Export Rules Qtrees
CIFS Shares p .
wvolasminstanDisks | default %) Export Aules Qtreas
Core File P .
oliavarney_0(GeTa D) Eortfues (O Qross
CAstor & Nollaver demo |: default #:l Export Rules Qtrees
Administration L+ wawntts | default ¢) Export Rules Qtrees
Noldfwhtsaso | default 4| Export Aules Qtrees
Nvoldhwitsas1 | default 4| Export Aules Qtrees
| Reset | | submit
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4. For each listed export, select the appropriate export policy from its drop-down list. The default export
policy is named def aul t ; it provides full accessto the export.

5. If applicable, click the Qtrees checkbox.

FXT qgtrees permit the Cache Utilization Control feature to limit modified data within top level directories
of aroot export, so that client rename and hard link operations across FXT qgtree boundaries are not
permitted. Note that the properties of FXT gtrees are not the same as those of NetApp gtrees.

Refer to Section 6.2, “ Specifying the Cache Policy” on page 96 for more information about
configuring the Cache Utilization Control.

6. Choose Reset to restore the original export settings, or choose Submit to commit any changes.

2.6.2.2. Deleting an Export Policy
[] Todelete an existing export policy:
1. Select the name of the policy that you want to delete from the Policy drop-down list.
2. Click the Delete Policy virtual_server_name.policy.policy_name button.

3. A pop-up box prompts you for confirmation of the deletion operation. Click OK to confirm deletion.

@ Note

You can view the rulesin an export policy by clicking the grey Export Policy link next to the
export. Thiswill take you to the Export Rules page for that policy, also accessible from the
Settings tab as described in the next section.

2.6.2.3. Deleting a Rule from an Export Policy

[] Todeletearulefroman export policy:

1. Select the appropriate export policy from the Policy drop-down list.

2. Inthetable of rulesthat is displayed for the export policy, locate the rule that you want to delete and click
Delete.

3. A pop-up box prompts you for confirmation that you want to delete the rule. Click OK.

2.6.3. Unmounting Exports

Before unmounting any exports on your core filer, be certain that no client access to those exportsis being
routed through the FXT Series cluster, even if you plan to unmount and remount the clients.

' Important

e If clients attempt to access exports that the FXT Series cannot access during the export-unmount
process, cluster downtime can occur.

Next, unmount the export or exports on the core filer. See the documentation for your core filer for information
on unmounting exports. For example, before unmounting an export on aData ONTAP 7G system, the volume
behind the export must be marked as offline:

exportfs -u /vol/vol X
vol offline vol X
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Note

The -u parameter on the expor tfs command unexports the specified volume without changing the
Data ONTAP system’s/ et ¢/ expor t s file.

If and when the volume comes back online, mark it as online by running the following commands on the Data
ONTAP system:

vol online vol X
exportfs /vol/vol X

To ensure that the export or exports no longer appear in the list of exports on the FXT Series cluster, go to the
Export Policies page under the V Server heading of the Avere Control Panel’ s Settings tab.

2.6.4. Hierarchical Exports

If hierarchical exports are enabled on certain core filers, the export rule of a client that changes directories into
aread-only filesystem (such as a snapshot) is applied to the highest level of the export hierarchy both in the
read-only filesystem and in the parent read-write filesystem (when the client changes directories back to the
parent read-write filesystem from the read-only filesystem).

Depending on the permissions set in the client’ s export rule, the client can potentially access data at higher
levels of the directory hierarchy than it isintended to access. Avere Systems recommends that you do not use
hierarchical exports. Alternatively, you can work around the issue by applying identical export rulesto each
hierarchical export, including the highest level in the export hierarchy.

Core filers known to be affected include the following:

 DataONTAP7G

» DataONTAP 8, 7-mode
e Linux

e BSD and variants

» DataDomain

e |silon

Thisis not an issue for core filers such as Data ONTAP GX and Data ONTAP 8, cluster-mode, that do not use
hierarchical exports.

2.7. High Availability

High availability (HA) provides continuity of data service in the event of a node outage. It protects al client-
written datain addition to the interface failover provided by the cluster in both HA and non-HA configurations.

High availability requires a cluster of two or more nodes, and requires a data repository on the core filer. When
you enable high availability, nodes in the cluster automatically configure and optimize themselves for HA.

In acluster with multiple virtual servers, enabling HA for the cluster automatically enables HA for al virtual
servers aswell. Y ou cannot enable HA for only a subset of acluster’svirtua servers.
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2.7.1. Specifying an HA Data Repository

Before configuring HA, you need to specify an export and directory on the core filer where the cluster can
store small configuration files. In addition, setting the cache policy, as described in Chapter 6, Setting the
Cache Policy on page 95, will greatly aid in configuring high availability.

l Important

° * You must create an Avere data export and directory to be used as a data repository, as described
in Section 2.6, “Managing Exports (Settings Tab | VServer)” on page 32, before enabling high
availability.

» Do not allow the export and directory for the Avere filesto run out of space. If the cluster
cannot read and write to the data repository, HA services can fail. The data repository on the
core filer must be 15 GB or larger.

« If the cluster has alow number of nodes, it is highly recommended that you choose 2-node
cluster protection, and choose a dedicated export and directory for HA use.

[]  Tospecify an HA datarepository:

1. Optionaly, create an Avere-dedicated export on your corefiler. Refer to Appendix A of the
documentation for your node for details.

@3 Note

If you create an Avere OS-dedicated export, ensure that only the FXT Series edge filers (that
is, the cluster | P addresses) have read/write and root access to it. It is strongly recommended
that no non-Avere data be stored on the export.

2. Navigate to the Settings > Cluster > High Availability page.

Dashboard QEEN{"J Analytics W Data Management & Support

on Avatainy

General Setup

Enable HA
Core Filer Data Parameters

Administrative Network 2-node cluster protection )
made (reguires 15 GBytes)
Cluster Network

FXT Nodes

High Availability ] .
Cere filer | thor ¥

Monitoring h g

Schedules HA data export | AvolO/lbarr ¢]

Directory Servicas HA data directory |.avere |

Kerberos
Login Services Unset
Active Directory
Optimization
1PMI

Revert Submit

Support
Licenses

Cloud Credentials

Administration (4
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3. Select Enable HA to alow high-availability access.
4. Optionaly, select 2-node cluster protection mode (requires 15 GBytes).

This option, for clusters with low numbers of nodes, allows cluster datato be stored on the corefiler if
only one nodeis available. Y ou can select this even if the cluster has more than two nodes, and it will then
be enabled even if nodes are removed and the cluster falls to two nodes.

If you do not select this option, the cluster will not use acorefiler asits data repository, which will use
more of the cluster’s own total drive capacity.

5. Fromthe Corefiler drop-down list, choose the core filer on which the repository isto reside. Thisis
the cluster’ s name for the core filer (not necessarily the network name for the corefiler). InaGNS
configuration, the selected vserver and core filer must be associated with each other. For more information,
refer to Section 4.3, “ Creating and Maintaining a Global Namespace” on page 83.

Note

When selecting a core filer for the HA data repository, choose a high-capacity, high-
performance core filer with areliable network connection to the Avere cluster.

6. Fromthe HA data export drop-down list, select an NFS export on the core filer to which the cluster can
write configuration files. If you created an Avere-dedicated export but do not see it in the list of exports,
refresh the page.

7. Inthe HA datadirectory field, enter the name of adirectory on the selected export to which the cluster
can write configuration files. The default is. aver e. It is strongly recommended that you accept the
default value for the directory name.

(gx_: Note
* You cannot enter an empty string for the directory name.
» Do not create the directory by using the mkdir command or asimilar utility; the cluster
creates the directory itself.

8. Choose Revert to restore the high availability parameters, or choose Submit to commit any changes.

@ Note

Itis strongly recommended that you do not change the export and directory for the
Averefiles after you specify them. See Section 2.7.3, “Unsetting the HA Export and
Directory” on page 40 for information on unsetting the export and directory for the data
repository.
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2.7.2. Disabling High Availability
[] Todisable high availablity:

» Fromthe High Availability page, deselect the the Enable HA checkbox and choose Submit.
High availability is now disabled.

In addition, the Unset button is now activated, so you can optionally unset the export and directory for the data
repository.

2.7.3. Unsetting the HA Export and Directory

@ Note

Y ou must disable HA before you can change or unset the data repository parameters.

[]  Tounset the repository export and directory:

1

2.
3.
4.

From the High Availability page, deselect the the Enable HA checkbox and choose Submit.

The Unset button is now activated, so you can optionally unset the export and directory for the data
repository.

Choose Unset. The Data Parameters can now be changed.
From the Core Filer drop-down list, choose Select Core Filer (at the top of thelist).

Choose Revert to restore the high availability parameters, or choose Submit to commit any changes.

The corefiler, export, and directory are now unset.

2.8. Defining Schedules

40

A schedule is the way that Avere uses to specify how caching is done for the system (that is, when datais
written to the core filer). Schedules work per-cluster with clusters that have one or more virtual servers. A
schedule has one or more clauses, with each clause consisting of the minute, hour, and day of the week on
which the clause runs.

For more information about caching and writethrough periods, refer to Section 6.2.2, “ Setting Read/Write
Mode” on page 98.
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2.8.1. Creating a Schedule

O

To create a schedule;

1. Navigateto the Settings > Cluster > Schedules page.

Dashboard

General Setup
Administrative Neteork
Cluster Network
FXT Nodes

High fvailability
Monitoring
Schedules
Directory Services
Kerberos

Login Services
Active Directory
Optimization

IPMI

Support

Licenses

Cloud Credentials

Administration

Settings  [RUEIYI]
Schacls

&
@

!

Create New Schedule

Data Management | Support

Schedule Mame |weekda1,r_evenings

Clause 1

Minutes

Hours

Days

Clause 2

Minutes

Hours

Days

5 10 15 20 25 30

35 40 45 50 55

all i2am 1am 2am 3am
Gam 7am Bam Sam 10am
ipm 2pm 3pm 4pm Spm
8 pm 10 pm
all Sunday
4] 10 15 20 25 30 35 40
all i2am 1am 2am 3am
Gam 7Tam Bam Sam 10am
ipm 2pm 3pm 4pm 5pm
Bpm 8pm 11 pm
all Sunday
Wednesday Thursday Friday

4am Sam
11am 12 pm

Gpm 7 pm

Saturday

Remove This Clause

45 50 55

4am 5am
11am 12 pm

Gpm 7pm

Tuesday
Saturday

Remove This Clause

dd Ancther Clause

| Create New Schedule |

2. If any existing schedules are listed in the Existing Schedules area, click Create New Schedule. If the
Existing Schedules areais not displayed, proceed to the next step.

3. Enter the name of a new schedule in the Schedule Name field.

4. From the listings provided in the Clause 1 area, select the minute, hour, and day-of-the-week values on
which the clause isto run. Y ou can choose multiple values for each time division.

Thus, the schedule in the previous figure puts the Avere system into writethrough mode every weekday at
9 p.m. and 11 p.m., and additionally, on Monday nights at 10:05 p.m.

5. Optionally, to add another clause to the schedule, click Add Another Clause and enter information for
the new clause as described in the previous step.

6. Click the Create New Schedule button.

The schedule is added to the Existing Scheduleslist.

Creating a Schedule
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2.8.2. Updating an Existing Schedule

[]  Toupdate an existing schedule:

1

From the Existing Schedules area on the Schedules page, click the name of the schedule that you want to
update.

Edit the schedule as needed. Y ou can perform the following actions:
» Change existing clauses by selecting new values, deselecting current values, or both.
» Delete aclause by clicking Remove This Clause in the lower right-hand corner of the clause listing.

« Create new clauses by clicking Add Another Clause and specifying values for it as described in
Section 2.8.1, “Creating a Schedul€e” on page 41.

Click the Update Schedule button.

2.8.3. Deleting an Existing Schedule

[] Todeleteaschedule:

1
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From the Existing Schedules area on the Schedules page, click the name of the schedule that you want to
delete.

Click the Delete Schedule button. The browser displays an aert asking you to confirm the deletion.
Click OK.
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2.9. Controlling Authentication

If your environment requires clients to be authenticated for file access, you can configure Avere OS to use
directory services and netgroups to provide this authentication.

@ Note

* You must configure a directory service, as described in Section 2.9.1, “ Selecting and
Configuring a Directory Service” on page 43 if you are using CIFS. See Section 7.2, “Core
Filer Prerequisites for CIFS’ on page 107 for more information.

« Directory-service and netgroup settings are cluster wide; they cannot be specified on a per-
virtual-server basis.

Supported directory services include the Network Information Service (N1S) and the Lightweight Directory
Access Protocol (LDAP).

» Refer to the FreeBSD man pages for yp or more information on NIS.,
 Refer to the FreeBSD man pages for |dap or more information on LDAP.

Network groups, or netgroups, list one or more sets of hosts (clients), domains, or both that are to be given
network access. See the man page for netgroup (man 5 net gr oup) for general information.

The Avere cluster can obtain netgroup information either from a directory service or from an external filein/
et ¢/ net gr oup format. Although the/ et ¢/ net gr oup format includes user information, the Avere cluster
disregards any user specifications in netgroup information. The cluster uses NFS export rulesto determine
access for users.

2.9.1. Selecting and Configuring a Directory Service

The cluster uses directory servicesto assist with client authentication requests that use netgroup, and to assist
with CIFS user authentication.

The configuration of adirectory serviceisrequired only if you are using CIFS, netgroups, or both. If you are
using netgroups, you can configure the cluster to obtain netgroup information either from a directory service or
from an external filein/ et c/ net gr oup format on an HTTP server. If you are not using either of these Avere
OS services, configuring a directory serviceis optional.

@ Note

* If you 1) want to alow usersto log into the FXT node from Windows as an administrator, and
2) want to use Active Directory for directory services, do the following:
« Create agroup in Active Directory called AvereAdmins.
¢ Add these users to that group.

 All virtual serverson aAvere cluster will use the same directory-service settings.

[] Toselect adirectory service:

1. Usethefollowing criteriato decide whether to use NIS or LDAP:

» Do you aready have one or both services running in your environment? If both, which one is preferred?

Controlling Authentication 43


http://www.gsp.com/cgi-bin/man.cgi?section=8&topic=yp
http://www.gsp.com/cgi-bin/man.cgi?section=3&topic=ldap

a4

« If you do not already have a directory service running in your environment, consider the following:
* NISissimpler toimplement and administer and requires less planning than LDAP, but isless secure
and scalable than LDAP.
» LDAP requires up-front planning and organization and is more difficult to administer than NIS;
however, it provides tighter security, finer-grained controls, and better scalability than NIS.

» Does your network administration team prefer one over the other, or do they have experience in one but
not the other?

» Do you plan to use the directory service for services or applications other than the Avere cluster? If so,
what are the requirements for use of the directory service by the other services and applications?

If necessary, configure the selected directory service for your network. See the documentation for the
directory service and its host operating system for details.

If necessary, start the directory service on the host operating system and ensure that the service is restarted
in the event of a host restart. See the documentation for the directory service and its host operating system
for details.

Navigate to Settings > Cluster > Directory Services.

=il Analytics | Data Management | Support | |iqo Cluster

orectory Servies
LDAP
Caore Filer (4]
Server |5erver.oompan1,r.oom |

Cluster

I

Base DN |ou=ourdomain.dc=5enrer.dc=oompan1,r.dc=oom |

General Setup
o ) Secure Access
Administrative Network

Cluster N " Reguire valid certificate

T Nodos Credentials
High Mvailability Bind DN |cn=administrator,dc=ourdomain,dc=oompany, dec=com |
Monitori

nitoring Bind Password | ...................... |
Schedules
Diractory Services NIS
. NIS Server [10.0.0.8 |
Login Services NIS Domain [ourdomain |
Active Directory
Optimization Netgroup
IPMI Source |: None #:I
Support Poll Period | Custom ¢
Licenses
Cloud Credentials Custom Poll Period |30 |
v

Administrath
p—

Source [ LDAP ¢

Enable Dashboard Congitions (¥

NFS Demain |ourdomain |

Poll Period [ 1 hour )

Last Poll Mon Oct 29 2012 15:28:53 GMT-0400 (EDT)
Mext Poll Mon Oct 29 2012 16:28:53 GMT-0400 (EDT)

| Reset | | submit
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2.9.1.1. Configuring an LDAP Service

You can also use an LDAP server to authenticate users that can log into the Avere OS, as described in
Section 2.9.4, “ Specifying LDAP Login Services’ on page 50.

1  Toconfigure LDAP for directory services:

1

Selecting and Configuring a Directory Service

Inthe LDAP Server field, enter the fully qualified domain names or IP addresses of up to three LDAP
servers. If you enter more than one LDAP server, separate the server names or addresses with single
spaces.

Inthe LDAP Base DN field, enter the LDAP base distinguished name. LDAP queries are performed on
the base DN, the DN of the entry, and al entries below it in the directory tree. (Active Directory requires
you to use the domain component, or dc, method of providing a name, rather than the organization, or o
method.)

Ask your Active Directory administrator if you don’t know your base DN.

(gm Note

Base and bind DN entries use asimilar format. So, for example, if the domain nameis
“ourdomain.server.company.com”, the DN entry isin the form

ou=our domai n, dc=server, dc=conpany, dc=com

To optionally force LDAP to use TLS/SSL encryption with LDAP, select the Secur e access checkbox.
The Avere Control Panel displays the Require valid certificate checkbox.

a.  Torequireavalid certificate from the LDAP server before a connection is established, select the
Require valid certificate checkbox. The Avere Control Panel displaysthe CA Certificate URI field.

b. Do one of thefollowing:

« Enter the HTTP URI of the Certificate Authority (CA) that signed the LDAP server’s SSL
certificate in PEM format, and click the Download Now button.

» If you are using a self-signed SSL certificate, enter the URI to the certificate on the LDAP server,
and click the Download Now button.

» Leavethisfield blank to cause the Avere OS to attempt to automatically download a certificate.

To require login/connection credentials to the LDAP server, select the Credentials checkbox. The Bind
DN and Bind Password fields appear.

a. IntheBind DN field, enter the distinguished name to bind to the LDAP server.

b. IntheBind Password field, enter the password for the distinguished name entered in the previous
field.

Click the Submit button to save the entries.

Important
If you are using an OpenLDAP server, set the following valuesin the sl dap. conf file

# Maxi mumentries returned for a search
sizelimt size.soft=100 size. hard=1000 size.prtotal =unlinited

Not setting these values can result in incomplete data being returned for large user/group queries.

45



2.9.1.2. Relevant Active Directory Attributes

Note
These attributes support RFC2307: An Approach for Using LDAP as a Network Information
Service
For Users
Attribute Description Use by FXT Node
sAMAccountName  SMB user name Required, but automatically maintained by Active Directory
uid NFS user name Optional.
In general, leave the UID unset.
 If the UID is set and SMB/CIFS shares are being used,
then this value must be the same as sAMAccount Nane.
* If Kerberos or extended groups are enabled on an NFS
cluster, and the NFS username does not match the SMB/
CIFS username, then the UID must be set to the NFS
username.
uidNumber NFSuser ID Required. A unique value must be assigned by the Active
Directory administrator.
gidNumber NFS primary groupid  Required. A unique value must be assigned by the Active
Directory administrator.
» Typically, you should set this to the gidNumber associated
with the Domain User s group.
For Groups
Attribute Description Use by FXT Node
cn NFS group name Required, but automatically maintained by Active Directory.
gidNumber NFSgroup ID Required. A unique value must be assigned by the Active
Directory administrator.
memberUid NFS group member user » Optional for Active Directory groups.

names

* Required for NFS groups when:
» The corefiler security styleis POSIX mode bits.
» The Active Directory users are members of NFS
groups.

2.9.1.3. Configuring an NIS Service

[] ToconfigureNIS:

1. IntheNIS Server field, enter the fully qualified domain names or |P addresses of up to three NIS servers.
If you enter more than one NIS server, separate the server names or addresses with single spaces.

2. Inthe NIS Domain field, enter the NIS domain name. This is the single domain to which the NIS service
is bound.

3. Click the Submit button to save the entries.
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2.9.2. Configuring Netgroups
Y ou can use netgroups to control access to the cluster on a host-by-host (client-by-client) basis.
The virtual server enforces export rules according to the last successful poll, if any, of netgroup information.

If ahost (client) or domain listed in the netgroup file is not fully qualified, the Avere cluster uses the DNS
search paths listed on the Administrative Network page to help resolve the names. See Section 2.3.7, “ Setting
DNS Parameters’ on page 25 for information on setting the DNS search path.

The cluster can obtain netgroup information from either adirectory service (NIS or LDAP) or an external file
in/ et c/ net gr oup format.

[]  To set the netgroup source:

1. Navigateto the Settings> Cluster > Directory Services page.

2. From the Sour ce drop-down list in the User Name section, choose one of the following options:
» Noneto use no netgroup source
* NISto use NIS as the netgroup source
» LDAP to use LDAP as the netgroup source
» Fileto use an externa file as the netgroup source

3. If you selected File as the name source, enter the URL of a password file in the File URI field. The
password file must bein standard / et c/ net gr oup format.

See Section B.5, “ The Format of the Netgroup File’ on page 184 for more information about the
required formats for the netgroup file.

4. Select Enable Dashboard Conditionsif you want a condition to appear with the alerts on the Dashboard
when there are problems or conflicts with netgroup entries.

5. Thecluster re-reads netgroup information at a specified polling interval.
From the Poll Period drop-down list, choose the polling period. Possible values include the following:
e 24 hoursor 12 hours
e 1hour (the default)
e Manual — The cluster polls netgroup information only when the Poll Now button is clicked

e Custom — The cluster polls netgroup information at the interval specified, in minutes, in the Custom
Pall Period field, which the Avere OS displays when you select the Custom value

6. Click the Submit button at the bottom of the Directory Ser vices page.
The entered information is committed, and an immediate poll of netgroup information istriggered.

The Last Netgroup Update column on the Manage Existing V Ser ver s page lists the date and time of the last
successful netgroup update for each virtual server. See Section 4.2, “Managing Virtual Servers (Settings Tab |
V Server)” on page 76 for alist of other virtual-server information displayed on this page.

If apoll fails, the poll period is automatically reduced to approximately one minute in an attempt to handle
transient outages.

Y ou can assign export policies to netgroups the same way you assign export policiesto other network entities,
as described in Section 2.6, “Managing Exports (Settings Tab | V Server)” on page 32 and Section 2.6.1,
“Creating or Modifying Export Rules’ on page 32.
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2.9.3. Enabling Kerberos Authentication

48

Y ou can use Kerberos for cluster-client communication, or for cluster-core filer communication.

To use Kerberos;

1
2.
3.

Configure DNS for the cluster, as described in Section 2.3.7, “ Setting DNS Parameters’ on page 25.
Configure LDAP, NIS, or File as the user name source, as described in ????.

Cluster-client communication — Navigate to Settings > V Server > Export Rules. Here you can select
UNIX/SYS, Kerberos5, or both as the authentication flavor (type). Refer to Section 2.6, “Managing
Exports (Settings Tab | V Server)” on page 32 for more information.

Cluster-client communication only — Navigate to Settings > V Server > NFS. Here you can upload a
keytab file for each vserver, and can enable Kerberos.

Cluster-corefiler communication — Navigate to Settings > Cluster > Kerberos. Here you can upload
the keytab file for communication with the corefiler, and can enable Kerberos, as described in step 5.
Clients generally require both keytab files.

(gm Note

Because a Kerberos realm is an administrative domain, all vserversin the same cluster, which
have Kerberos enabled, must belong to the same realm.

The keytab must contain one or more NFS service principals for the vserver of the form:
nf s/ Reverse_resol ved_nane@eal m nane

where Real m nane is set on the Kerberos page, as described step 5, and Rever se_r esol ved_nane is
the reverse-resolved name of each client-facing address for the vserver.

In Avere OS, each client-facing address will reverse-resolve to a different name. Thus, a principal is
required for each reverse-resolved name.
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5. Navigate to the Settings > Cluster > K erber os page and enter the following information:

@3 Note

Because a Kerberos realm is an administrative domain, all vserversin the same cluster, which
have K erberos enabled, must belong to the same realm.

Dashboard QEESINEEN Analytics | Data Management = Support | 3 1 noAdvancedNet Cluster

Kerberos Confiuratin
Kerberos

Ream |KERBEROS_CO.NET |

o

General Setup KDC DNS Discovery

Administrative Network KDC |10|0.0.23 |
Cluster Network

T Disiea DMS Domain Discovery

High Availability DNS Domains | kerberos_co.net company.com |
Maonitoring

Schedules Sbmit

Directory Services

Kerbaros Kerberos Service Key Management
Login Services Keytab Fie for Cluster | Cheose File | No fie chosen
Active Directory

Optimization Upload Keytab File
IPMI

Support

Licenses

Cloud Credentials

Administration -

* Realm — Enter the Kerberos realm (domain) that contains the principal namesin the Kerberos server
database (for example, company.net).

Do one of the following:
» Select KDC DNS Discovery if you want Avere OSto search for the key distribution center.

» Inthe KDC field, enter the fully-qualified domain name or | P address of the Kerberos key
distribution center. Thisis available only if KDC DNS Discovery is not selected.

Do one of the following:
» Select DNS Domain Discovery if you want Avere OS to search for any available DNS domains.

* Inthe DNS Domainsfield, enter a space-separated list of domains for the software to use for DNS
completion, for example:

. kerberos_co. net kerberos_co.net .company.com conpany.com

Thisisavailable only if DNS Domain Discovery is not selected.

Keytab Filefor Cluster — Browse to the cluster’s Kerberos keytab file, as described for the vserver's
keytab filein step 4

The MIT Kerberos pages provide more general information on the web about Kerberos.
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2.9.4. Specifying LDAP Login Services

The Login Services page alows you to enter an LDAP source for users who are allowed to login to the Avere
OS. Refer to Section 2.9.1.1, “Configuring an LDAP Service” on page 45 for information on LDAP for
specific user access.

[l  Toconfigure LDAPlogin services:

1. Navigateto Settings > Cluster > Login Services.

Dashboard [RENTWEEN Analytics | Data Management | Support | [igo cluster :

oginsrvee
LDAP

Care Filar &

Cluster - Server [server.company.com |

General Setup Base DN |ou=ourdomain,dc=server,dc=oompany,dc=oom |
Administrative Neteork

Cluster Network Secure access (W

il Require valid certificate @
High Availability
Meonitoring
S [ Downoadon_|
Directory Services Login
Kerberos

Login Services

Active Directory Bind Password | ...................... |

CA certificate URI |ser\.rer.cnmpany.com!path_to_CA |

Bind DN |cn=administrator,dc=ourdomain,dc=oompan'_.r,dc=oom |

Optimization
IPMI Login
Support

Licenses Source | Local/LDAP :)

Cloud Credentials
[ R | [ Simt

2. Inthe Server field, enter the fully qualified domain names or | P addresses of up to three servers. If you
enter more than one LDAP server, separate the server names or addresses with single spaces.

3. Inthe LDAP Base DN field, enter the LDAP base distinguished name. LDAP queries are performed
on the base DN, the DN of the entry, and all entries below it in the directory tree. (Use the domain
component, or dc, method of providing a name, rather than the organization, or o method.)

Ask your Active Directory administrator if you don’'t know your base DN.

@ Note

Base and bind DN entries use a similar format. So, for example, if the domain nameis
“ourdomain.server.company.com”, the DN entry isin the form

ou=our dorai n, dc=server, dc=conpany, dc=com
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To optionally force LDAP to use TLS/SSL encryption with LDAP, select the Secur e access checkbox.
The Avere Control Panel displays the Require valid certificate checkbox.

a. Torequire avalid certificate from the LDAP server before a connection is established, select the
Require valid certificate checkbox. The Avere Control Panel displaysthe CA Certificate URI field.

b. Do one of the following:

¢ Enter the HTTP URI of the Certificate Authority (CA) that signed the LDAP server’'s SSL
certificate in PEM format, and click the Download Now button.

¢ If you are using a self-signed SSL certificate, enter the URI to the certificate on the LDAP server,
and click the Download Now button.

¢ Leavethisfield blank to cause the Avere OS to attempt to automatically download a certificate.
Inthe Bind DN field, enter the distinguished name to bind to the LDAP server.
In the Bind Password field, enter the password for the distinguished name entered in the previous field.
Choose L ocal/L DAP from the Sour ce drop-down list in the Login area.

Click the Submit button to save the entries.

2.9.5. Specifying the Source for Usernames

If you set up one or more directory services, you can specify which one will provide the UNIX usernames for
the cluster.

@ Note

Y ou must select adirectory service as a UNIX username source if you are using CIFS. See
Section 7.2, “ Core Filer Prerequisitesfor CIFS’ on page 107 for more information.

1  To specify the source service for the usernames:

1
2.

Specifying the Source for Usernames

Navigate to the Settings > Cluster > Directory Services page.

From the Sour ce drop-down list in the User Name section, choose one of the following options:
» Noneto use no name source

» NISto use NIS as the name source

* LDAP to use LDAP asthe name source

» Fileto use externa files as the name source

If you selected File as the name source, perform the following steps:

a. Enter the URL of apassword filein the Password File URI field. The password file must bein
standard / et ¢/ passwd format.

b. Enter the URL of agroup filein the Group File URI field. The group file must be in standard / et ¢/
gr oup format.

See Appendix B, Password and Group File Formats on page 181 for more information about the
required formats for the password and group files.
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3. If you areusing an NFSv4 domain for CIFS ACLs as described in Section 7.8, “ Creating CIFS

Shares’ on page 120, optionally enter the name of the NFSv4 domain in the NFS Domain field.

Caution

Do not clear the NFS Domain field if NFSv4 ACLsarein use. If itis, accessto all CIFS
shares that use NFSv4 ACLsislost.

4. Thecluster re-reads username information at a specified polling interval.

From the Poll Period drop-down list, choose the polling period. Possible values include the following:
e 24 hoursor 12 hours

* 1hour (the default)

¢ Manual — The cluster polls netgroup information only when the Poll Now button is clicked

e Custom — The cluster polls netgroup information at the interval specified, in minutes, in the Custom
Poll Period field, which the Avere Control Panel displays when you select the Custom value

5. Click the Submit button at the bottom of the Directory Services page.
The entered information is committed, and an immediate poll of username information is triggered.

If apoll fails, the poll period is automatically reduced to approximately one minute in an attempt to handle
transient outages.
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2.10. Optimizing the Avere Cluster for Use in a VMware®
Environment

If you are using an Avere cluster to accelerate the performance of a core filer that holds VMWare images, you
can optimize the cluster for aV Mware-specific workload.

l Important

° Optimizing a cluster for VMware limits the cluster’ s use to VMware-only workloads. Do not
enable VMware optimization and then use the cluster for more general -purpose workloads.

[] Toenable VMware optimization for acluster:

1. Navigateto the Settings > Cluster > Optimization page.

Dashboard QTSN Analytics | Data Management | Support | Ligo Cluster

Clustr Optimizaton Soup
Core Filer o VMware
Clustar - Enable WMware cptimization [‘j

General Setup Resat || Modify |
Administrative Network

Cluster Network
FXT Modes

High M ailability
Maonitoring
Schedules
Directory Services
Kerberos

Login Services
Active Directory
Optimization

IPMI

Support

Licenses

Cloud Credentials
VLAN

Administration

!

2. Select the Enable VM war e optimization checkbox.
3. Click the M odify button.

The Avere Control Panel issues the following warning:
WARNI NG Changi ng the VMMre optim zation setting requires restarting all
nodes in the cluster and disrupts client data access. Are you sure?

4, Click the OK button to confirm.
All nodesin the cluster restart.

5. After al nodesin the cluster have restarted, you can mount your VMware clients to the core filer through
the cluster for optimized core filer performance.
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2.11. Configuring IPMI Cards

Each FXT Series node comes installed with an Intelligent Platform Management Interface (IPMI) card with
a 100-MbE Ethernet port. This card can be used for remote operations such as power cycling. For more

information on IPMI, see www.intel.com/design/servers/ipmil/.

Avere recommendsthat all clusters have IPMI configured. Y ou can configure al IPMI cardsin acluster at

once or configure them individually.

[]  Toconfigurethe IPMI card in each node’sin acluster:
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1. Navigateto the Settings > Cluster > IPM| Configuration page.

Dashboard QEENiY-M Analytics | Data Management | Support

Directory Services

Router |192.168.5.5

LiGo_Cluster
Clstor lPW Conturation
Core Filer o m IPMI Address * Configuration Type =
LiGo Manual

Cluster —]

s IPMI Settings (Optional)
Administrative Network p - .

Mode | static )|

Cluster Network h g
FXT Nedes First P [10.0.0.127 |
High Availabili

N v LastiP [10.0.0.132 |
Monitoring
Schedules Netmask |255.255.255.0 |

Kerberos

Login Services Reset || Submit |

Active Directory
O ptimiz ation
IPMI

Support

Licenses

Cloud Credentials
VLAN

Administration (]

For a single node From the table of nodes at the top of the page, click on the name of the node whose

IPMI card you want to configure. The link takes you to the Node Settings page for the selected node.
Inthe IPMI Settings (Optional) panel.

From the M ode drop-down list, select one of the following options:

« static — Allowsyou to enter the | P addresses manually, and they will not change (unless you change
them manualy).

* First IP—-Thefirst IP address for the range of IPMI card addresses
e Last IP—-Thelast |P address for the range of IPMI card addresses
* Netmask — The netmask for the IPMI card’s | P addresses

* Router — The default router for the IPMI card’s | P addresses

* DHCP —If you select this option, no additional information is required; the system obtains al required
| P-address information from the DHCP server.
Click the Submit button.
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Chapter 3. Configuring a Core Filer (Settings Tab | Core
Filer)

The second step in configuring client access through the Avere cluster, after creating a cluster, is adding a core
filer for the initial vserver on the newly created cluster.

An FXT cluster is capable of serving as the front end for up to 50 core filers. The cluster sees each corefiler as
asingle dataset; thisistypically a standalone NAS server or a cloud object store, but it can also be a clustered
filesystem or any other mechanism that serves NFS clients over NFSv3 and exposes data over NFS exports.

In the Avere OS, each corefiler isidentified by the cluster with an administrative name that is different from
the corefiler's network name (fully qualified domain name). For instance, a core filer with the network name
filerl. exanmpl e. commight beidentified by the cluster asmass 1. For ease of administration, you can
change the cluster’ s default core filer identifier to match the name of the core filer (for example, change mass1
tofilerl).

Y ou will need the following information about the core filer:
* If you are adding an NFS corefiler:

« Network name of the core filer. The fully-qualified domain name (FQDN), for example,
nasl. exanpl e.comnotnasl or127. 98. 12. 1, is preferable.

* If you are adding a cloud core filer:
e Avalid license for FlashCloud, activated on the Avere system. For more information, refer to Section 1.5,
“Adding and Removing aLicense” on page 5.
« Anexisting credential for your service provider, or the access and private keys to create a new one
¢ Any necessary encryption details
» The name and hostname for your existing cloud storage container

Y ou can use the Avere Control Panel to configure, monitor, and maintain each individual virtual server
and core filer, as described in Section 9.4, “V Servers Tab” on page 143 and Section 9.5, “Core Filers
Tab” on page 144.

Enter a search term in the field above the Manage Cor e Filer s table to filter the display, as described in
Section 1.7, * Search Functionality” on page 8.
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3.1. Creating an NFS Core Filer

[] Toaddanew NFS corefiler to the cluster:

1. Navigateto the Settings > Core Filer > Manage Core Filers page.

Dashboard

SR Analytics | Data Management | Support | g3 1 Cluster
Manage GorsFler
Core Filer (—]
Create Invalidate Remove
Manage Core Filers
blueAngel - Showing 1 to 4 of 4 entries Search: | |
Cache Policy .
bluaAngel n Read/Write . —
Cloud Encryption Settings [ 3 Typa: A on S3 onling Writeback: 30 0 Files Enabled Nene )
earthAngel . Read/Write y
Cluster (4= > Type: Amazon 53 onfine Writeback: 30 0 Rl Sl e =
arape " Read/Write . . —
2 Type: NFS enling Writeback: 43200 0 Files Disabled vserveri |-
> %W' NFS onling Hﬁﬁt?bran;k' 1600 0 Filas Enabled migrate_me =
Showing 1 to 4 of 4 entries
Create Invalidate Remove

2. Click Create. The Add New Core Filer wizard starts.

Note

Using the browser’ s back button will exit the wizard. Use the Back button on the wizard

instead.
3. Select the corefiler type, in this case, NFS.

Add New Core Filer 4

This is a step-by-step guide to adding a core filer to your cluster.

Before you begin, you will need the following pieces of information:

» [f you're adding an NFS core filer, you will need the network name or IP (the fully-gualified
domain name is preferred) of the filer you are adding.

« [f you're adding a cloud core filer, you will need an existing credential set for your service
provider {or the access key to create a new one), and any encryption details if necessary. You will
also need the name and hostname for your existing cloud storage container.

Core Filer Details

Core filer type (s) NFS
) Cloud

Core filer name |new_nfs |

Caore filer netwaork |nf5.company.com |
name /P

Page 1 of 3 Back Add Filer

4

Next

4, Enter the desired core filer name.
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5. Enter the IP address, network name, or the fully-qualified domain name (FQDN) of the corefiler.

Note

If you are going to use CIFS shares on this core filer, you must use the FQDN of the corefiler
inthisfield.

6. Click Next. The next wizard page appears, alowing you to set the caching mode for thefiler.

The cache policy specifies how the Avere system handles file-operation reguests between clients and core
filers. For more information on caching, refer to Chapter 6, Setting the Cache Policy on page 95. You
can later change the cache parameters from the Settings > Core Filer > Cache Policy page.

7. Select the caching mode from the Caching mode drop-down list.

« If you select Read/Write, the Corefiler verification drop-down list will only select Never. If you
need core filer verification in read/write mode, you can change this later on the Settings > Core Filer >
Cache Palicy page.

* If you select Read you will not be able to set a Maximum writeback delay time..

Add New Core Filer ®

Creating New WNFS Filer

Caching mode !:_PFad_.‘;-;\f_rite N "|
Core filer verification [ Never 7
Maximum writeback [_ﬂ Seconds i :|
delay
Page 2 of 3 Back Next

4

8. Click Next. The next wizard page appears, allowing you to enable local directories. For more information
about local directories, refer to Section 6.5.2, “Enabling Local Directories’ on page 106.

Add New Core Filer x

Local directories |: Enabled ::

Page 3 of 3 Back Add Filer
g

Y ou can later change the local directory settings from the Settings > Core Filer > Cache Palicy page.
9. Click Add Filer.

The Avere Control Panel indicates that the core filer has been added to the cluster, and the Dashboard tab
might display alerts during the process.
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3.2. Creating a Cloud Core Filer

If you are adding a cloud core filer, you will need either an existing credential for your service provider, or
the access and private keys to create a new one. (Y ou will be able to create a credential while configuring
the cloud filer, or you can create one separately using the Settings > Cluster > Cloud Credentials page, as

described in Section 3.4.2, “Managing Cloud Credentials’ on page 73.)

[l Toaddanew cloud corefiler to the cluster:

1. Navigateto the Settings > Core Filer > Manage Core Filers page.

Dashboard QETSVNNTEN Analytics | Data Management | Support | 3 1 Gluster

Marage ore Fers

Manage Core Filers
blueAngel - Showing 1 to 4 of 4 entries Search: |

Create Invalidate

Showing 1 to 4 of 4 entries
Create Invalidate

|
i i Admin a| Modified , | Local , n
» e None O

Gache Poley - online REE 0 Files Enabled
Cloud Encryption Settings Type: Amazon 53 Writeback: 30
earthAngel i ReadWrite .
Cluster o > Type: Amazon 53 anling Writahagi: 30 0 Files Enabled None (]
grape : Read/Write , . -
Administration o > Type: NFS online Writeback: 43500 0 Files Disabled wvsarveri L)
thor . Read/Write . )
|3 Type: NFS online Writshack: 3600 0 Files Enabled migrate_me O

Remove

Remove

2. Click Create. The Add New Core Filer wizard starts.

Note

Using the browser’ s back button will exit the wizard. Use the Back button on the wizard

instead.

3. Sdlect the corefiler type, in this case, Cloud.

Add New Core Filer x

This is a step-by-step guide to adding a core filer to your cluster.

Before you begin, you will need the following pieces of information:

s If you're adding an NFS core filer, you will need the network name or IP (the fully-qualified
domain name is preferred) of the filer you are adding.

« [f you're adding a cloud core filer, you will need an existing credential set for your service
provider {or the access key to create a new one), and any encryption details if necessary. You will
also need the name and hostname for your existing cloud storage container.

Core Filer Details

Core filer type () NFS
(® Cloud

Core filer name |new_cloud |

Metwork I: cluster = :I

Page 1 of 3 Back Next Add Filer
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4. Enter the desired core filer name, and select the network to which it will belong. If you have not created
any additional networks, cluster will be the only one available. For more information on networks, refer to
Chapter 5, Advanced Networking and VLANS on page 89.

5. Click Next. The next wizard page appears, alowing you to set the service type and credential information
for thefiler.

Add New Core Filer x

Creating New Cloud Filer

Service type | Amplidata 53 :)

Cloud credential I: Select a credential = :I

Bucket contents (&) Empty
Existing Avere data

Use HTTPS ™

Port |552-558 |

Compression mode |: LZ4 #:I

Page 2 of 3 Back Next
s

Amplidata S3 example for selecting a service type from the drop-down list
6. From thefirst drop-down list, select an existing service type.
7. From the next drop-down list, either select an existing credential, or you can create a new credential.

If you create anew credential, or select an existing credential and want to create another one later, you can
enter the parameters as described in Section 3.4.2, *Managing Cloud Credentials’ on page 73.

8. Every file you upload to your cloud service provider is stored in a container, called a bucket, (or avault).
From the Bucket contents area, select Empty or Existing Avere data. On the next wizard page, you will
be able to enter the bucket information.

' Important

° Each cloud filer can only be associated with one bucket, and vice versa. Thus:

« If you intend to use an existing bucket, and choose Empty, you will no longer be able to
access the information in the existing bucket without removing and re-creating the filer.

« If you intend to create a new bucket, and choose Existing Aver e data, you will be asked
for an encryption key later to access the bucket. If you are trying to access a bucket that did
not previously exist, you will not be able to accessit (there will be no encryption key), and
you will have to re-create the cloud filer.

9. TheUse HTTPS checkbox allows you to choose the secure (HTTPS) web protocol to communicate with
your cloud provider, and is selected by default, with port 443 automatically entered in the Port field.

« If you do not want to use HTTPS, but HTTP, deselect this option. Port 80 will be automatically entered
in the Port field.
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« If your cloud provider does not use the standard ports 443, enter the port or range of portsinto the Port
field after you make your protocol choice.

10. If you want to compress objects before they are written to the cloud corefiler, select either LZ4 or
L Z4HC compression from the Compression mode drop-down list.

@ Note

Y ou can change compression options at any time; objects written to the bucket (or vault) after
compression is enabled will be compressed.

11. Choose Next.

3.2.1. Bucket Settings

The next wizard page appears, allowing you to enter bucket information — either for an empty (new) bucket or
an existing bucket. The information you need to enter will vary according to the service you are using.

Add Mew Core Filer 4

Empty Bucket Details

Bucket name |con5umerltem5 |

Endpeint/Region |: US West (Morthern California) Region - :I
Encryption type | AES-256 3
Page 3 of 3 Back Add Filer
P
Selecting an Amazon S3 region from the drop-down list.
Thisisonly available for the Amazon S3 service.
Add New Core Filer 4
Empty Bucket Details
Bucket name |con5umerltem5 |
Network hostname |cleversafe-company.com |
Encryption type | AES-256 3
Page 3of 3 Back Add Filer
P

Entering a Clever safe S3 networ k hostname (Accesser node DNS).
Thisiscurrently available for non-Amazon services.
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[]  Toconfigure the bucket:

1

4.

Do one of the following:
 For an existing bucket, enter the bucket name.
< For an empty bucket, enter the name of the bucket that will be created on the cloud provider’s network
in the Bucket name field.
' Important
° The bucket name cannot be changed later.
Do one of the following:
» For Amazon AWS services, select the endpoint from the Endpoint/Region drop-down list. Refer to the
Amazon Web Site for appropriate Amazon endpoints.
Note

The Amazon US East (Northern Virginia), also known as US Standard, region is not
supported in Avere OS.

« For other services, enter the fully-qualified domain name (FQDN) of the bucket’s endpoint in the
Network hostname field.

Select the Encryption type from the drop-down menu. Currently, only AES-256 is supported.

» For an empty (new) bucket, you cannot change the encryption settings once the cloud core filer has been
created.

 For abucket with existing Avere data, choose the same encryption type that was previously used.

Click Add Filer. If you are not encrypting the datain your bucket, you are now finished.

A window appears informing you that the core filer has been created. If you have chosen an encryption setting,
choose Next to configure the core filer's encryption details.

Core Filer Status 4

The core filer has been created successfully.
Click "Mext™ to begin configuring this core filer's encryption details. If you choose not to

complete these steps now, you must visit the Cloud Encryption Settings page for this core
filer and generate a Master Key before this filer's setup is complete.

Mext

Bucket Settings
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3.2.2. Cloud Encryption Settings
The process of configuring bucket encryption will vary depending on whether the bucket is empty or not:

» For an existing bucket —you will first need to upload the old key file.
» For all buckets—you will need to generate a new (master) recovery key, download the new recovery key
file, and then upload it for activation.

Y ou must configure the encryption details before you can use this core filer, either at this point in the
cloud filer setup, or later from the Settings > Cor e Filer > Cloud Encryption Settings page, as shown on
Section 3.2.3, “Creating a New Key File After the Filer is Created” on page 64.

[] Tocreate and activate anew key recovery file:

1. Fromthe CoreFiler Statuswindow, click Next.

Caution

For a bucket with existing data, if you do not upload the old key recovery file and generate
and create anew key file (for example, if you close the window), you will not be able to
access that data later unless you delete and re-create the core filer. Any data changes made to
the bucket between those times will be lost.

(\-/ét:« Note

If you are configuring a bucket with existing data, rather than an empty bucket, the
following window appears; otherwise, the process skipsto Step 3.

2. Sdlect the currently used key recovery file, enter the passphrase for the file, and click Next.

Generate Cloud Key Recovery File »

Upload Previous Master Key Recovery File

Since the data in your cloud filer's bucket is encrypted, you must upload the most recent
master key recovery file to gain access.

Upload key recovery | Choose File | No file chosen |
file

Key recovery | ........... |
passphrase

Page 1 of 4 Next
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3. Enter apassphrase for the new key file, and click Next to save thefile.

l Important
° Both the passphrase and the file must be kept somewhere safe.
Generate Cloud Key Recovery File x

Generate and Download Key Recovery File

Key recovery | ........... |
passphrase

Confirm key recovery |sssesssssss |
passphrase

When you click "Next’, you will be prompted to download a key recovery file. Save this file
in a secure location; you will need it in the next step.

Page 2 of 4 Next

. Caution
|

e . Ifyoulosethekey file, or the passphrase, you will never be able to access the data | ater.

4. Select the key recovery file from your saved location and click Next.

Generate Cloud Key Recovery File x

Upload and Activate Key Recovery File

Select the key recovery file that you saved in the last step and upload it to activate the
master encryption key.

Upload key recovery file || Choose File | cloud_test_CloudM...10000000000000002

Page 3 of 4 Next
A4

5. The Avere OS displays a message that the key file has been uploaded. Choose Next to complete the
process.
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3.2.3. Creating a New Key File After the Filer is Created

If you want to re-download arecovery file for the cloud filer (for example, if you would like to have a copy for
backup), select Redownload Recovery File.

Dashboard EPNVINCEN Analytics | Data Management | Support | i newgd 1 Cluster

Encrypon Key Setngs ~ emptyAnge
Core Filer ) Core Filer Lizt > Filer Dataile > Choose Filer:| emptyange! b

Manage Core Filers

amptyAngel - Access key D! N/R
Core Filer Details Encryption key activation HN/A
date:
Cache Policy

Pending Access Key ID: 10000000000000002
Recovery file signature:  33%328a52c£733b0541a2aae8EE8fd2bE9ST4LTTL

Cluster & Redownload Recovery File
Administration q} Generate a New Master key

Step one:
Provide a passphrase that will be used to encrypt the recovery file. Press the button to generate a new
encryption key. You will then be prompted to download the encrypted key recovery file via your browser. Save
the file in a secure location; you will need it for step two.

Cloud Encryption Settings

Warning: Do not lese this file! You need this key recovery file to access the data in the cloud bucket. Losing the
cloud encryption keys will prevent you from ever accessing the encrypted cloud data.

Key recovery passphrase | ......... |
Confirm key recovery | --------- |
passphrase
| Generate Key and Download File
Step two:

To ensure that the copy of the key recovery file that you downloaded in step one is correct and complete,
please uplead the file you just downloaded to finish activating the new master key.

Uplead key recavery file || choose File | emptyAnge...00000002 |
s ————— nate

] If youwant to create anew key recovery file:

=

Enter a passphrase for the new key file that you will be able to remember.

2. Select Generate Key and Download File. The key recovery file will be downloaded to your browser’s
default location, depending on your browser’s settings.

3. Select the key recovery file from your saved location.

4. Select Activate Key.
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3.3. Cloud Core Filer Snapshots

FXT snapshots are available for cloud core filers only. NAS filers already include snapshot functionality.
Snapshots are expected for cloud core filers as well. Snapshots can be scheduled and enabled per cloud core
filer. Manual snapshots can also be taken. During snapshot creation, the cloud core filer temporarily operatesin
read-only mode.

3.3.1. Creating Snapshot Policies

Snapshot policies are schedules used for automating snapshot creation. Policies may be set hourly, daily,
weekly, and monthly. The policies are then assigned to cloud core filers See Section 3.3.2, “ Applying Snapshot
Policies” on page 66 for information about applying snapshot policies to corefilers.

Schedule times are based on 24-hour scheduling (13:00 = 1:00 pm). Snapshot times are based on the FXT
server time. A default snapshot policy is created automatically but is not applied to any cloud corefilers.

[]  Tocreate asnapshot policy:

Caution

Hourly snapshots are not recommended with heavy modifying workloads due to performance
implications.

1. Navigate to the Settings tab and click the Cloud Snapshot Policies link under the Core Filer section.

Dashboard EETSiNGNEMN Analytics | Data Management | Support

Cloud Snapshot Policies
IManage /Servers Create Iedify Remove
Vserver Detalls Showing 1 to 5 of 5 entries Search:
Client Facing Network
Export Policies » defautt 0
Export Rules | 2 Menthly on the 1st @ 03:00 o
NFS 2 Sundays @ 03:00 1]
CIFS
CIFS Shares Create Modify Remove

Manage Core Filers
grapnel =
Core Filer Details
Cache Policy
Cloud Encryption Settings
Cloud Snapshots

Cleud Snapshot Policies

2. Click the Create button in the upper right.
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Create a Cloud Filer Snapshot Policy x

Hame | Default Snapshot Time 03:00 |

. SMDSMt kh‘?dUIe _ Max““;‘“ SnapShﬂt
ount

4 Times a day

Hourly |
Daily 03:00 | |
Weelkly 03:00 | |
Monthly 03:00 | |

Add Cloud Core Filers

MNote

Cancel Create Policy
P

3. Enter aname for the snapshot policy.
4. Select the default snapshot time from the drop-down box in the upper right.

5. Check the box next to the schedule(s). Y ou may choose more than one schedul e type (hourly, weekly,
monthly).

6. Enter maximum number of snapshots for each schedule type selected. For example, choose 14 Daily
snapshots, 5 Weekly snapshots, and 36 monthly snapshots.

7. Optionally select cloud core filers to use this snapshot policy. This can be added later. See Section 3.3.2,
“Applying Snapshot Policies’ on page 66 for information about applying snapshot policies to core
filers.

8. Optionally enter notes for this policy.
9. Click the Create Policy button.

3.3.2. Applying Snapshot Policies

66

Snapshot policies are added to cloud corefilers. A single snapshot policy may be applied to multiple cloud
core filers. Snapshot policies may be added during policy creation. See Section 3.3.1, “ Creating Snapshot
Policies’ on page 65 for more information.

To apply asnapshot policy to acloud corefiler:

1. Navigate to the Settings tab.

2. If thereis more than one core filer configured for this cluster, select the cloud core filer from the drop-
down list under the Core Filer section.

3. Click the CoreFiler Details link under the drop-down box.
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Dashboard @S Analytics = Data Management | Support

Core Filer Details -- tknaus-east

Manage VServers Core Filer List = Choose Filer: | tknsus-east v

“eerver Details

Edit Filer tknaus-east
Client Facing Metwork

Namespac e Core filer name [tknaus-east |

Export Policies

Export Rules Endpoint | US Standard: 83.amazonaws.com v |
-

NFS Cloud ¢ redential | 53 Amazon (s3) r |

CIFS

CIFS Shares @ Network | cluster v|

Care Filer = Enable Bandwidth Control

Manage Core Filers Compression mode | LZ4 v |

tknaus-east &
Enable HTTPS |

Caore Filer Details On the 1 of the month @3:00 (limit:

= 12)

Cache Policy roxy | None ; :|
LTl Snapshot policy | Monthly on the 1st @ 03:00 v @5

Cloud Snapshots

Cloud Snapshot Policies | Revert | | Submit |

4. From the Snapshot Policy field drop-down box, select the policy to apply.

5. Optionally hover over the question mark icons following the policy to list when snapshots are taken hourly
(H), daily (D), weekly (W), and monthly (M).

3.3.3. Listing Snapshots

[]  Tolist snapshots policy to acloud corefiler:

1. Navigate to the Settings tab and click the Cloud Snapshots link under the Core Filer section.

Dashboard EERIGLIEM Analytics | Data Management | Support
Manage \/Servers Choose Cloud Filer:| A v
“Weerver Details
Client Facing Network Creats Hold Releass Remove
Namespace Showing 1 to 11 of 11 entries Search: |
Export Policies
P Cloud Snapshot Admin s Data Freed Create " Actlorls
Export Rules Filer Name State Wiritten " Delete Time
=
NFS tknaus— Draily. 201 4-08- ctive S/3014
CIFS 30_0300 03:00:35
CIFS Shares thnaus- Draity. 2014-10- . 100214
» | east 02_05S00 active 4368 468 B 05:00:32
Core Filer (] tknaus- Deaity . 2014-10- . 17114
y P st 07_0300 BB EiE | L L 03:00:23
Manage Core Filers
thnaus- Draity. 201 4-10- . 1048114
grapnel ¥ P | east 08_0704 active 0B 0B 0B 07:04:47
Core Filer Details tknaus- Daity. 2014-10- 3 102114
Pt 21_D500 ZHIE 12 12 = 05:00:38
Cache Policy tk 1074
naus- . T
Cloud Encryption Settings > east (=7 active 4568 B 4958 14:38:56
Cloud Snapshots thnaus- Howrty 201 4-10- = 102114
» active 0B 0B 0B
t 21_0400 D4:00:33
Cloud Snapshet Policies a8 =
tenane_ Hrwirhy M1 440 A M4

2. Show al cloud corefilers or filter for a specific cloud core filer by making a selection from the drop-down
box at the top.
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3. Sort columns by clicking on the column heading.

4. For additional snapshot information, click the triangle to the left of the snapshot.

Snapshot column headings provide detail s about each snapshot.
» Cloud Filer - cloud core filer associated with this snapshot

» Snapshot Name - name of snapshot - automatic snapshot names include type (hourly, daily, weekly,
monthly), date (YYYY-MM-DD) and time (HHMM) while manual snapshot names are created by the
administrator

» State- activeis an available snapshot, init is a snapshot being created, deleting is a snapshot being del eted,
and deleted is a deleted snapshot

» Admin State - displays whether a snapshot can be removed (-) or if it is protected (hold)
» Size- theresult if executing adu

» Data Written - difference in size between this snapshot and the one preceding it

* Freed On Delete - space that would be freed when the snap is deleted

» Create Time - data and time of snapshot creation

» Actions - select this checkbox to perform an action like Hold, Release, or Remove (see Section 3.3.1,
“Creating Snapshot Policies’ on page 65)

3.3.4. Creating Manual Snapshots
In addition to automatic snapshot creation, manual snapshots can also be taken.
[] Tocreate amanual snapshot:
1. Navigate to the Settings tab and click the Cloud Snapshots link under the Core Filer section.
2. Click the Create button.

Create a Custom Cloud Snapshot »

Cloud filer Choose a Cloud Riler T

Snapshot name | |

@"' Mote | |

Cancel Create Snapshot

e

3. Choose acloud corefiler from the Cloud Filer drop-down box.
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4. Enter an administrative name for the snapshot.

5. Click the Create Snapshot button.

3.3.5. Holding and Releasing Snapshots

The snapshot policy determines how many of each type of snapshot to keep. Newer snapshots will be kept
and older snapshots will be deleted. If an administrator wishes to protect a snapshot from being deleted, the
administrator can Hold that snapshot. you can select to hold a snapshot and it will not be deleted. Manual
snapshots are not deleted automatically.

[]  Tohold asnapshot:

1. Navigate to the Settings tab and click the Cloud Snapshotslink under the Core Filer section.

2. Click the checkbox to the right of the snapshot to be kept.

3. Click the Hold button.

Once held, a snapshot will not be removed. For it to be removed automatically, it must be released.
[] Toreleaseasnapshot on Hold:

1. Navigate to the Settings tab and click the Cloud Snapshots link under the Core Filer section.
2. Click the checkbox to the right of the snapshot to be released.
3. Click the Release button.

3.3.6. Removing Snapshots

Automatic snapshots are removed automatically. Manual snapshots are not deleted automatically and must
be removed manually. Administrators may also have larger snapshots that need to be removed in order to
conserve space.

[]  Toremove asnapshot:

1. Navigate to the Settings tab and click the Cloud Snapshots link under the Core Filer section.
2. Click the checkbox to the right of the snapshot to be removed.
3. Click the Remove button.

3.3.7. Restoring from Snapshots

Snapshots are restored from the command line. All snapshot files are read only.
]  Torestorefilesfrom snapshots:

1. Mount the VServer that is associated with the cloud core filer. For example:
mount 10. 0. 1. 123:/cl oud/ /tnp/source/

2. Navigate to the mount point destination. Continuing the example,
cd /tnp/source

3. Changedirectoriesinto the

. snapshot
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directory.

cd . snapshot

4. Listthefolders(

I's

) and navigate to the folder (

cd

) that has the file(s) to be restored.

5. Copy (
cp

) the previous version of the file from the restore directory to the local machine. For example,

cp file.txt /tnp/restored/file.txt

3.4. Maintaining Core Filers

From the Settings > Core Filer > Manage Core Filers page, you can click on the triangle to the left of each
listed core filer to seeits details.

70

Y ou can change some of these details from the Settings > Core Filer > Core Filer Details page.

BELLLLE L Settings

VSarver

) Manage Core Filers

Caora Filer (—]

Manage Core Filers
bluefngel

Core Filer Details

- Showing 1 to 4 of 4 entries

J
Admin A Modified Local
.“ c.Ch. Mou. M Dlr’ M
v None O

Cache Policy
blucﬁ\ml 2l e
Cloud Encryption Settings Type: Amazon 53

Name bluehngel

Cluster (4

State online
Administration ] Metwork cluster

Bucket Name cocorkd

Cloud credential  encryptionCred
Encryption mode DISABLED

HTTPS yes

Metwork Name:
sl-us-west-l.amazonaws.com

Vservers
Hone

earthAngel :
> Type: Amazon 53 online

grapnel "
> Type: NFS online
p | or .
Type: NFS
Showing 1 to 4 of 4 entries

onling:

Analytics | Data Management | Support

lig3_1_Cluster

Create

Read/Write

Writeback: 30 =z

Cache Policy Info

Invalidate Remove

Search: |

Enabled

Cache Mode Read/Write

Writeback Delay 30

Read/Write

Writeback: 30 =
Witaback: zz00 | OFes
Hf’\i'a:jiltﬂ[:‘t‘;r;cck: 2600 0 Files

Create

Enabled None [QI
Dizabled vservert O
Enablod migrate_m
e
Invalidate Remove

In addition to creating a core filer, you can invalidate or remove each listed core filer.

» Remove— Removesthe core filer and all of its settings from the cluster. The Avere OS prompts you for
confirmation before completing the operation.
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Invalidate — Invalidates all client data held by the Avere cluster for a given corefiler. The Avere Control
Panel prompts you for confirmation before completing the operation.

3.4.1. Changing Core Filer Details

Use the Settings > Core Filer > Core Filer Details page, or click on the name of corefiler, to view the details
of the corefiler, and to change some of the details.

Y ou can select the core filer using the drop-down list under the Cor e Filer menu, or the drop-down list at the
top of the Core Filer Details page.

The corefiler details will vary according to whether it isan NFS core filer or acloud corefiler.

3.4.1.1. NFS Filer Details

Corefiler name— Y ou can change the visible name of the corefiler here.

Corefiler network name/l P — Y ou can change the information about the network name or | P address, if,
for example, you have moved the core filer to a different network.

Snapshot directory —Many NFS core filers provide “ snapshots’; that is, periodic, read-only copies of data,
which are accessible to clients through a specially named directory. The Avere OS always treats snapshot
directories as read-only, no matter what the caching policy for the corefiler is set to. If your corefiler
supports snapshots, specify the name of the snapshot directory that it uses. The default is. snapshot .

Networ k — The network that the cluster uses to communicate with the corefiler.

Enable Bandwidth Control — Select this option to limit the bandwidth consumed between the cluster and
the corefiler, or to alow loads to be balanced more evenly across the cluster. For more information, refer to
Section 6.4, “ Controlling Write Bandwidth” on page 103.

Enable WAN Optimization — If the corefiler isin awide-area network (WAN) environment, select this
option from the NFS Core Filer Details to optimize communication. This does not help, and may degrade,
performance in alocal-area network (LAN) environment.

Enable K erberos — Select this option to enable Kerberos authentication. If you have not yet installed a
keytab file, you can still select this option, but will need to access the K er ber os Configuration page to
install one. For more information, refer to Section 2.9.3, “Enabling Kerberos Authentication” on page 48.

Hardwar e Details (Optional) — Information about the core filer's hardware, if it has been entered.
* Manufacturer

e Model

e Description

Details
« Administrative state — The state of the corefiler; for example, “online”, “removed”, or “flushing”.

« Associated vservers — Any vservers associated with the core filer. For more information, refer to
Chapter 4, Virtual Servers Used for Client Access on page 75.

¢ Corefiler management IPs— Any management | P addresses that the core filer uses to communicate with
the cluster. These cannot be changed.

Cache Policy Details— Y ou need to go to the Cache Policy page to change these details; alink to this page
isprovided in this area.
» Caching mode — Either read mode or read/write mode.

¢ Corefiler verification — How often the FXT Series system verifies cached file and directory attributes
against the core filer’ sfile and directory attributes.
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« Maximum writeback delay — the maximum amount of time that changed data is stored on the cluster
before being committed to the core filer.
 Local directories—Whether local directories are enabled or not.

For more information, refer to Chapter 6, Setting the Cache Policy on page 95.

3.4.1.2. Cloud Filer Details
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Corefiler name— Y ou can change the visible name of the corefiler here.

Corefiler network name/l P — Y ou can change the information about the network name here. For a cloud
filer, the IP addressis not applicable.

Cloud credential —Which cloud credential the core filer is using. Use the drop-down list to choose from
any other existing credentials. For more information, and to create a new credential, refer to Section 3.4.2,
“Managing Cloud Credentials” on page 73.

Networ k — The network that the cluster uses to communicate with the corefiler.

Enable Bandwidth Control — Select this option to limit the bandwidth consumed between the cluster and
the corefiler, or to alow loads to be balanced more evenly across the cluster. For more information, refer to
Section 6.4, *“ Controlling Write Bandwidth” on page 103.

Compression mode — Any compression mode (LZW, LZW4, or None) can be selected here.

Enable HTTPS — Select this option if you want to use the secure (HTTPS) web protocol to communicate
with your cloud provider. If your cloud provider does not use the standard port 443, this option will be
disabled.

Details

« Administrative state — The state of the core filer; for example, “removed”, or “flushing”.

¢ Associated vservers — Any vservers associated with the core filer. For more information, refer to
Chapter 4, Virtual Servers Used for Client Access on page 75.

¢ Corefiler management IPs— Any management | P addresses that the core filer uses to communicate with
the cluster. These cannot be changed.

Cloud Details

¢ Cloud type — Currently, the only available cloud typeis S3.

¢ Bucket name — The name of the bucket used by the cloud filer. This cannot be changed.

« Encryption type — The encryption type, if any, used on the cloud filer. Currently, only AES-256 is
supported. This cannot be changed.

Cache Policy Details— Y ou need to go to the Cache Policy page to change these details; alink to this page

isprovided in this area.

¢ Caching mode — Either read read/write mode.

* Maximum writeback delay — the maximum amount of time that changed data is stored on the cluster
before being committed to the core filer.

For more information, refer to Chapter 6, Setting the Cache Policy on page 95.
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3.4.2. Managing Cloud Credentials

From the Settings > Cluster > Cloud Credentials page, you can add, remove, and modify credentials. (Y ou
can also add a credential when you create a cloud corefiler.)

Dashboard [E=A0GW 0 Analytics | Data Management | Support | iGo Cluster :

VSai

Core Filar 4
Updated
updatedCred 53 AKIAIBIWCKSFCTIREITO pda .
Cluster (—] information

General Setup

Administrative Network
blueAngel, Credential for

Cluster Netwark encryptionCred | s3 AKIAIBIWCKSFCTIREITQ

move
dify
move
carthnge! e [ weary |
High Awailability
Add Credential

Monitoring

FXT Nodes

Schedules Create Credential

Directory Services

Kerberos Credential name |amaz(m_||nk

Login Services Service type |’ Amazon 53 t]

Active Directory

Optimization

IPMI Private key |z/TaNgLcoOmdylBnJOI mrdeoSFDkdsjka
Support
Licenses

Cloud Credentials

WLAN

Administration (4]

|
|
Access key |AKIAI6 FCT3IREITQFKAFJADIADSL |
|
|

Note |Thi5 connects to the consumer items

3.4.2.1. Adding a Credential
1 Toaddanew credential:

Click Add Credential. The Create Credential panel appears.

Enter adescriptive namein the Credential name field.

Enter the access key and the private key generated or sent to you by your cloud provider.
Enter any descriptive notes you want for the credential.

Click Submit.

aprONE

The credential appearsin the list on the Cloud Credential page.

3.4.2.2. Removing a Credential

1  Click Remove next to an unused credentia to removeit and all of itsinformation from the cluster. You can
only remove a credential if it is not being used.
The Avere OS does not prompt you for confirmation before completing the operation.

3.4.2.3. Modifying a Credential

] Click Modify next to a credential to change any of the following information:

* Credential name

» Accesskey — If you change this, you must also change the private key.
* Privatekey

* Note

Managing Cloud Credentials
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Chapter 4. Virtual Servers Used for Client Access

The Avere system provides an abstraction layer between your clients and one or more NAS servers (core
filers). Clients do not connect directly to the core filers, but connect to one or more virtual servers (vservers)
on the cluster; each virtual server provides access to data residing on one or more core filers. This architecture
enables many combinations of vservers and core filers, including a global namespace (GNS) that can be used
across several corefilers.

Y ou can use the Avere Control Panel to configure, monitor, and maintain each individual virtual server
and core filer, as described in Section 9.4, “V Servers Tab” on page 143 and Section 9.5, “Core Filers
Tab” on page 144.

4.1. Virtual Servers and Namespaces

A vserver isavirtua entity on the FXT Series cluster that connects clients to data served by the cluster and the
core filers. Each vserver interacts with one or more corefilers, allowing clients to access data from multiple
core filersthrough a single vserver; alowing different sets of clients to access datafrom asingle corefiler
through multiple vservers; and allowing one or more sets of clients to access data from one or more core filers
through one or more vservers. The one-to-many mapping of vserversto core filers, instead of one vserver to a
corefiler, iswhat enables you to create a global namespace.

A namespace is a set of datathat clients can access through the single mountpoint of avserver, allowing
information from severa filesystemsto look like one file structure. Y ou can create two types of namespace:
simple and global. In a simple namespace, one vserver provides data access for one corefiler, and the
namespace seen by clientsis areplicaof the namespace on the core filer. In a global namespace, a vserver
provides data access for one or more core filers, and the top-level namespace seen by clientsisalogica
construction in the vserver. For more information, refer to Section 4.3, “Creating and Maintaining a Global
Namespace” on page 83.

All virtual serverson a cluster share the cluster’ s resources, including storage, network, memory, and CPU.
The client-facing I P addresses of each virtual server are distributed evenly across all nodes in the cluster.

Note

There are no tunable quality-of-service (QoS) parameters for virtual servers.

If the vserver associated with a particular core filer or core filers becomes unhealthy (for example, if a core
filer fails or the network connection between a core filer and the cluster is dropped), the cluster continues to
provide service for other vservers, and automatically constrains resource allocation to the unhealthy vserver
until it returns to a healthy state.

The maximum number of vservers permitted on an FXT cluster is 24. However, if the cluster includes
close to the maximum number of core filers (50), keep the number of vserversat 15 or fewer.
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4.2. Managing Virtual Servers (Settings Tab | VServer)

Note

As described in Section 9.1, “Overview of the Dashboard” on page 133, the Dashboard tab’s
status bar provides a high-level overview of virtual servers.

Y ou can perform the following actions by navigating to the Settings > V Server > Manage V Ser ver s page:

Dashboard QETI0CM Analytics | Data Management | Support | g5 Cluster

Manage Vservers
o
Manage VServers
migrate_me - Create Suspend Remove
Vserver Details Showing 1 to 2 of 2 entries Search:
Client Facing Network Admin 4 | Namespace , Netgroup .
State ¥ Typa v Update ¥
Namespace = =
Export Policies » migrate me onling Global No 11:358 :i? AM thor No (B
Export Aules v | vserveri online Simple No 1?&?31}3“ grapnel | No
NFS —
CIFS Name vsarverl Kerberos Mo
CIFS Shares State Suspended Extended Groups No
Client Facing IPs
10.1.20.135 - 10.1.20.138 (4)
Cluster (4] Unsuspend
Ad iration 7 Showing 1 1o 2 of 2 entries
Create Suspend Remove

Click on the ® symbol next to a vserver to display some of its details.

Enter asearch term in the field above the Manage V Ser ver s table to filter the display, as described in
Section 1.7, “ Search Functionality” on page 8.

» Create— Allowsyou to enter the information for a new vserver, as described in Section 4.2.1, “Creating a
Virtual Server” on page 77.

» Suspend — Suspends client accessto the virtual server, which allows all current operations to complete and
blocks all new client operations. Y ou can suspend more than one vserver at one time.

[] TosuspendaVsServer:

* |nthe Actions column, check the box for the vserver.
 Click the Suspend button. The Avere OS asks if you are sure you want to suspend the vserver(s).
¢ Choose Yes (or choose No to cancel).

The vserver is suspended, and the Unsuspend button appears in the details under that vserver on the
M anage Vservers page.

* Remove— Removesthe virtual server and all of its settings. Thisis a safe operation only if al clients have
been disconnected from the virtual server and do not need to access the virtual server’s associated core filer.

[] ToremoveaVServer:

* |nthe Actions column, check the box for the V Server.
 Click the Remove button. The Avere OS asks if you are sure you want to remove the vserver.
¢ Choose Yes (or choose No to cancel).

The vserver isremoved from the list.
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Note

The Remove operation does not necessarily work on vservers with active core filers. In such
cases, contact Avere Global Services for assistance.

» Unsuspend — Unsuspends a suspended virtual server. This option only appearsif you have previously
suspended the vserver. Y ou can unsuspend more than one vserver at one time.

[] Tounsuspend aVServer.

* |nthe Actions column, check the box for the vserver.
¢ Click the Unsuspend button.

The vserver isreturned to an online state, and the Unsuspend button for that vserver disappears.

4.2.1. Creating a Virtual Server

Thefirst step in configuring client access through the Avere cluster is creating avserver. Y ou will need the
following information:

» For asimple vserver, the network name or | P address of a corefiler
» The name you want to use for the vserver
» Therange of client-facing IP addresses

' Important
.

The set of client-facing | P addresses for each virtual server must have static | P addresses
manually assigned (that is, not assigned by DHCP) and must be in a contiguous range.

[] Tocreateanew virtual server:
1. Navigateto the Settings > Vserver > Manage V Server s page.
2. Choose Create. The Add New V Server window appears.

Add New Vserver x

Add New V5erver

Type (&) Global Namespace
Simple Namespace

VServer name | global |

First IP [10.2.55.155 |

Last IP [10.2.55.169 |

Number of IPsin 15
range

Subnet mask | 255.255.224.0

VLAN | Default (tag: -, gateway: 10.1.0.76 v

Cancel Add Vserver
4

3. Sdlect the type of namespace for the vserver, one of the following:
» Global Namespace for agloba namespace involving one or more core filers that are or are not
configured on the cluster.
« Simple Namespace for acorefiler that is already configured on the cluster.

Creating a Virtual Server
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4. IntheVServer Namefield, enter the name for the new virtual server.
» For asimple namespace, thisistypically the abbreviated name of the corefiler (for example, nas1).
» For aglobal namespace, it istypicaly a name that indicates that the vserver exports a global namepsace
(for example, GNS or net fi | es).

In either case, the name must consist of only a phanumeric characters (no punctuation, spaces, or special
characters) and have a maximum length of 255 characters.

5. If you chose Simple Namespace, the next field will be labeled Core filer name. Enter the fully qualified
domain name of the new virtual server’s corefiler; for example, nas1. exanpl e. com not nas1 or
127.98.12. 1.

4.2.1.1. Adding an IP Address Range

Y ou can specify the range of client-facing | P addresses that clients use to access the virtual server. Client-
facing I P addresses must be manually assigned (that is, not assigned by DHCP) and must be in a contiguous
range.

@ Note

Y ou can specify more than one range of client-facing I P addresses by enabling advanced
networking, as described in Section 5.1, “Enabling Advanced Networking” on page 90.

These | P addresses will be associated with either the default VLAN, or any client-role VLANS that you created
in Section 5.2, “Creating aVLAN" on page 90.

6. Enterthe VLAN’s subnet mask in the Subnet mask field.
7. IntheFirst I P field, enter the first addressin the assigned range of client-facing |P addresses.
8. IntheLast IP field, enter the last address in the assigned range of client-facing | P addresses.

9. If advanced networking is enabled, there is a drop-down list named VL AN at the bottom of the panel.
Choose the VLAN that you want the vserver to use for client-facing interfaces; that is, that will connect
clients and vservers. Possible values include Default and any client-role VLANSs that you have created.

4.2.1.2. Add the VServer
10. Click the Add VServer button.

The Avere OS indicates that the virtual server has been created, and the Dashboar d tab may display alerts as
the new virtual server is added to the cluster. Y ou will now need to configure the vserver.
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4.2.2. Configuring and Modifying a Virtual Server (VServer Details Page)

After you create avserver and an associated core filer, as described in the previous section and in Chapter 3,
Configuring a Core Filer (Settings Tab | Core Filer) on page 55, you need to configure client access on the

vserver. Additional configuration information includes the following:

 For aglobal-namespace vserver, thelogical structure of the namespace, as described in Section 4.3,
“Creating and Maintaining a Global Namespace” on page 83.

» Optionally, NFS export policies and rules, as described in Section 2.6, “Managing Exports (Settings Tab |

V Server)” on page 32.

» Optionally, CIFS configuration information, as described in Chapter 7, Configuring CIFS

Access on page 107.

Y ou can change and view the name and hot client collection for avserver using the Settings > Vserver >

Vserver Details page. You can also get to this page by clicking on the vserver name on the Manage Vservers

page.

Dashboard JEETSULWIMN Analytics = Data Management = Support | |iGo Cluster
Vserver etas - vaerverd

Manage VServers Vserver List > Choose VServer: | vsavert -

vserveri b

Edit Vserver veserverd
Vserver Details
VSarver name |\.r5en.rer1 |

Client Facing Network
MNamespace

Export Policies
Export Rules

NFS

CIFS

CIFS Shares

Core Filer -

Cluster

Administration

Collect hot client information

Hat client limit

Het client period

Detalls
Administrative state
Operaticnal state

Caore filers

Revert

| | submit |

anline

up

grape

Select the vserver using the drop-down list under the Vserver menu, or the drop-down list at the top of the

Vserver Details page.

4.2.2.1. Renaming a VServer

O Torename avserver:

1. Inthe Namefield, enter the new administrative name for the vserver.

2. Click the Rename button.

Configuring and Modifying a Virtual Server (VServer Details Page)
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4.2.2.2. Enabling Hot Client Collection

80

A hot client isaclient that generates a disproportionately high amount of demand on the cluster relative to
other clients.

Enabling hot-client statistic collection reduces FXT node performance.

To enable hot client collection:

1. Select the Collect hot client infor mation button.

2. Enter the Hot client limit, the maximum number of clients on the vserver for which you want hot client
information. The default is 10. Information will be collected for this number of most active clients on the
VServer.

3. Enter the Hot client period, the polling period for collecting information, in seconds. The default is 60 (1
minute). The Avere OS will check for hot client information once each polling period.

4. Choose Submit to accept the changes, or Revert to cancel out of making changes.

@ Note

Y ou can also change hot file collection from the Avere Control Panel, as described in Section 9.7,
“Clients Tab” on page 145.
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4.2.3. Client-Facing Network Settings
Y ou can add or change the range of client-facing I P addresses, and set a home node for any client-facing IP
addresses, on the Settings > V Server > Client Facing Network page.

4.2.3.1. Adding or Editing an IP Address Range

1. Click either the Add New Range button or the M odify button. The Avere OS displays a set of fields for
the range.

Dashboard QNN Analylics | Data Management = Support LiGo Cluster .

s v s Range | Sk | AN | dctens
[ global )
: . 10.1.22.127 - 10.1.22.128 255.255.224.0 default [ Remave | Madify |
Wserver Details
Client Facing Network
Add New Range
Namespace
Export Policies Modify IP Range
Export Rules
FirstlP [10.1.22.127 |
NFS
CIFS LastIP [10.1.22.128 |
CIFS Shares
Number of IPs inrange 2
Core Filer 4
Subnet Mask [265.255.224.0 |
, |
VLAN | Default (tag: -, gateway: 10.1.0.76 ) +]
Administration ]

H-—-W‘-—h

2. Enter or change the range information, described in Section 4.2.1.1, “Adding an I|P Address
Range” on page 78

3. Click the Submit button. The Avere OS warns you about possible client disruption and asks you for
confirmation to proceed.

4. Click OK.
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4.2.3.2. Setting a Home Node

Client-facing | P addresses can move from node to node

as aresult of node failover or network conditions. Y ou

can assign home nodes to client-facing | P addresses so that, after afailover or outage, the | P addresses return to
their home nodes to ensure optimal load distribution. The cluster does not assign home nodes to client-facing
| P addresses by default; you must manually specify a home node for each client-facing IP address if you want

to use this feature.

Note

If home nodes for the client-facing | P addresses are not configured, the cluster automatically

bal ances the client-facing | P addresses acr

To set ahome node:

1. Navigate to the Settings > VServer Settings> ClI

Dashboard Analytics | Data Management

Manage VServers

Settings

)

[ global

10.1.22.127 - 10.1.22.128
Vserver Details

Client Facing Network

IP Address Home Modes

10.4.22127 LiGo

10.4.22.128 Liz-Golf

Support

T T

Namespace

Export Policies Modify IP Range

Export Rules

NFS

CIFS

CIFS Shares

Mumber of IPs inrange 2
.

ubnet Mask |266.256.224.0

-—"H_ﬂ"-‘_'-"\_"_"‘-\_\_‘_m

e T T S

oss all healthy nodes.

ient Facing Network.

LiGo_Cluster :

255.256.224.0 default Remove Madify

Add New Range

FirstlP [10.1.22.127

LastiP [10.1.22.128

|
W

None A

None ¥

Revert Unhome All Make Current Home Submit

under the V Server heading.

If you have more than one vserver, choose the appropriate vserver from the drop-down list immediately

The I P Address Home Nodes panel lists each client-facing 1P address, the node on which it is currently

located, and its home node if one has been assigned.

For each I P address to which you want to assign a

home node, select a node from the drop-down list in the

table's Home Node column. Selections include each cluster node and None.
* To make each |P address's current node its home node, click the M ake Current Home button.

* Toreset dl IP addresses to have no home node,

click the Unhome All button.

After you have made the appropriate home-node assignments for all |P addresses, click Submit.

The Avere OS pops up awarning indicating that changing home-node assignments for client-facing 1P
addresses can affect the interfaces as the changes are made.

Click OK to proceed.
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4.3. Creating and Maintaining a Global Namespace

The vserver/core filer architecture gives you the ability to create a global namespace, aso called a GNS; that

is, client access through a single vserver to the data on multiple core filers. This section describes how to create
and maintain a global namespace; it does not apply to simple namespaces (that is, client access through asingle

vserver to asingle corefiler).

4.3.1. Designing a Global Namespace

Before implementing a global namespace, it isimportant to consider the file and directory layout you want the

global-namespace vserver to present to clients. Although the namespace can be modified after its creation, a

best practice isto present clients with a finalized namespace at its introduction to prevent future confusion.

Physical and logical views of a sample global namespace are shown in the following figures.

Physical view of a sample global namespace

Clients I s B B | '
3 3 3 Imech_des |

FXT Cluster : _ Isrc_code

.. Istaffing
I_t_l

-
i T .
— —% 3 Ify2009

Icust_data E

Isilon:

Logical view of a sample global namespace

GNS Logical View

leng Isales ffinance Isupport

| / \
/ /
\ ‘. / \ \

/hw_eng /sw_eng Ipipeline Istaffing /fy2009 lcust_data

A\
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\

/Imech_des Isrc_code

Creating and Maintaining a Global Namespace

Remote Site (Filer:/export)
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4.3.2. Elements of a Global Namespace
The following terms are used to describe a global namespace on an Avere cluster:
» Junction—A link from one filesystem to a directory in another filesystem

» Pseudo-filesystem—A read-only filesystem contained by the global-namespace vserver that contains
directory listings and junctions

4.3.3. Warnings and Limitations for Global Namespaces
The following warnings and limitations apply to the global-namespace implementation in Avere OS.

» Global namespaces can be constructed from core filers of the following types:
* EMC Isilon OneFS
« EMCVMXe
 Hitachi Data Systems (HNAS) / BlueArc
e Linux
¢ NetApp DataONTAP
* Nexenta
* Oracle Solaris ZFS

Other core filers might or might not work in a global namespace but have not yet been tested.

» A globa namespace can be implemented only on anewly created vserver; an existing vserver with asimple
namespace cannot be modified to have a globa namespace.

A global-namespace vserver does not have the same level of fault isolation as a single-namespace vserver.
Clients requests that access ajunction in the top-level pseudo-filesystem can return cached attributes without
notification if the core filer is not reachable.

» Removing a global-namespace vserver does not remove any of its associated core filers from the cluster.

4.3.4. Creating and Modifying a Global Namespace

@: Note

Remember that you will need to log into your core filer and make sure the directories you want to
use in your namespace exist in the correct locations, and that access permissions are appropriately
Set.

Creating a GNS
[] Tocreate aglobal namespace:

1. Create one or more core filers as described in Chapter 3, Configuring a Core Filer (Settings Tab | Core
Filer) on page 55.

2. Create avirtua server with the type Global Namespace, as described in Section 4.2, “Managing Virtua
Servers (Settings Tab | V Server)” on page 76.

3. Navigateto the Settings > V Server > Namespace page.

4. Add one or more junctions, as described in Section 4.3.4.1, “ Adding a Junction to a Global
Namespace” on page 85.
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Modifying a GNS
] Tomodify aglobal namespace:
1. Navigate to Settings > V Servers > Namespace, and select the vserver from the drop-down menu.

2. Do one of the following:

« Add an additional junction, as described in Section 4.3.4.1, “ Adding a Junction to a Global
Namespace” on page 85.

» Modifying an existing junction, as described in Section 4.3.4.2, “Modifying an Existing
Junction” on page 87. (Junction names can only be changed by re-creating the junction.)

» Deleting an existing junction, as described in Section 4.3.4.3, “Deleting an Existing
Junction” on page 87.

4.3.4.1. Adding a Junction to a Global Namespace
[] Toaddajunctionto anew or existing GNS:
1. Navigate to Settings > V Servers > Namespace, and select the vserver from the drop-down menu.

2. Click onthe Add New Junction button.

Dashboard WECEALNEE Analytics | Data Management | Support LiGo_Cluster g

T N
vsarver b
fbarrow thor Nol/barrow source [ Delete | Madify |
Vserver Details

Client Facing MNetwork

Namespace
Export Policies Add A New Junction
Export Aules
Namespace path |fu5n’sean'|u5 |
NFS
CIFS Core filer admin name | thor v |
CIFS Shares
Core filer export | Avolldha 4
Core Filer (4]
Export subdirectory |exp0rts |
Cluster I+
T —
Administration -+ s - .
CIFS access control | POSIX Mode Bits v

Core filer share name | |

Core filer share subdir |

3. Inthe Namespace Path field, enter the path for the new junction. Thisis the path that clients see when
they access the global-namespace vserver.

l Important

e The value entered into this field must be an absolute path; that is, it must start at root (/ ) of
the global namespace (pseudo-filesystem) and work its way down. For example, if you want
to map a user directory named searnus to atop-level directory named usr , you must enter
the path / usr/ seanus into thisfield.
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4. From the Corefiler admin name drop-down list, choose the core filer containing the export to be exposed
to the namespace.

5. Fromthe Corefiler export drop-down list, choose the NFS export to be exposed to clients.

' Important

-4 Ensure that the NFS export has all appropriate policies and rulesin place to provide or deny
access as necessary to various clients and users. Refer to Section 2.6, “Managing Exports
(Settings Tab | VServer)” on page 32 for details.

6. Optionaly, inthe Export subdirectory field, enter the name of a subdirectory of the Corefiler export.

If you enter avaluein this field, the namespace path will point to this subdirectory instead of to the core
filer export directory. Because the export subdirectory is relative to the namespace path, do not enter a
leading backslash (/).

7. Optionaly, configure CIFS access for the junction.

(gm Note

To configure CIFS access, you must first enable CIFS access on the vserver, as described in
Section 7.6, “Enabling and Configuring CIFS” on page 111.

[]  Toconfigure CIFS access:

a. Select the Advanced checkbox. The window expands to display fields for CIFS access.

b. From the CIFS access control drop-down list, choose the access-control mechanism for CIFS clients
on the junction. Possible values include POSI X M ode Bits, NFSv4 ACLs, and CIFS ACL s. Refer
to Section 7.7, “ Selecting an Access-Control Mechanism” on page 116 for information about CIFS
access-control mechanisms.

c. IntheCorefiler share namefield, enter the name of a CIFS share through which CIFS clients can
access the junction.

d. Optionally, inthe Corefiler sharesubdir field, enter the name of a subdirectory of the core filer
share.

If you enter avaluein thisfield, the namespace path will point CIFS clients to this subdirectory
instead of to the core filer share directory. Because the CIFS subdirectory is relative to the namespace
path, do not enter aleading backslash (/).

8. Click the Add Junction button.

Repeat this procedure until all required NFS exports on all core filers are exposed on the desired namespace
paths.
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4.3.4.2. Modifying an Existing Junction

(-\/’g;_: Note

O

Y ou cannot modify an existing junction’s name. If you need to change the name of an existing
junction, delete the original junction as described in Section 4.3.4.3, “Deleting an Existing
Junction” on page 87 and recreate it with the new name and the same core filer and corefiler
export.

To modify an existing junction:

1
2.

Navigate to Settings > V Servers > Namespace, and select the vserver from the drop-down menu.

In the table at the top of the page, locate the junction that you want to modify and click the M odify button
in the Actions column of the junction’s row.

The Maodify Junction panel appears.

If you want to modify the junction’s CIFS configuration, select the Advanced checkbox to display fields
for CIFS access.

Make changes in the fields and drop-down lists in the same way as adding a junction, as described in
Section 4.3.4.1, “ Adding a Junction to a Global Namespace” on page 85.

Madifications can only be made on one junction at atime.

When you have finished the changes, click Submit.

4.3.4.3. Deleting an Existing Junction

O

Creating and Modifying a Global Namespace

To delete ajunction:

1
2.

Navigate to Settings > V Servers > Namespace, and select the vserver from the drop-down menu.

In the table at the top of the page, locate the junction that you want to modify and click the Delete button
in the Actions column of the junction’s row.

A pop-up window appears, asking if you are sure you want to delete the junction. Choose OK to continue,
or Cancdl to, well, cancel.

The Avere OS indicates that the junction has been del eted.
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Chapter 5. Advanced Networking and VLANs

Y ou can use virtual local area networks (VLANS) to connect components of the Avere cluster (corefilers,
vservers, and nodes). Note that VLAN accessis enabled on a cluster-wide basis, not a per-vserver or per-core
filer basis, athough they can be selected on a per-server basis.

—— e ——— - — — ——

Clients

Cluster-Role WLAN :

______________________________________________

Note

Advanced networking must be enabled to set up aVLAN configuration. This is done by default
on clusters created with Avere OS 4.5 or later.

When advanced networking is enabled, whether by default or manually, a default VLAN is
automatically created. Y ou cannot remove the default VLAN, and can only modify its default
router.

If the IP address range or VLAN number for any network interface is changed, the interface is
temporarily unavailable while the changes are committed.
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5.1. Enabling Advanced Networking

Advanced networking is enabled by default on clusters set up with Avere OS 4.5 or later. Y ou cannot disable
advanced networking after it has been enabled.

[l  Toenable advanced networking on the cluster:
1. Navigateto the Settings > Cluster > General Setup page.
2. Select the Enable advanced networ king checkbox.
3. Click the Change cluster parameters button.

The Avere OS notifies you that advanced networking cannot be disabled after it is enabled and asks you
for confirmation to proceed.

4. Click OK to proceed.

There might be a brief interruption to the Avere OS as advanced networking is enabled. When the enablement
operation completes, the Avere OS displays anew link named VL AN under the Cluster heading on the
Settings tab. (If necessary, refresh the browser page to allow you to see the link under the Cluster heading.)

5.2. Creating a VLAN
[] TocreateaVLAN:

1. Navigateto the Settings > Cluster > VL AN Configuration page.

Dashboard IV Analytics = Data Management | Support LiGo_Cluster .

VLN Comturatin

= n I S S
default - 10.1.0.76 client,mgmt,cluster,core_access [ Remove | [ Modify |
General Setup

Administrative Network Add New VLAN
Cluster Networks 1 Add New VLAN

FXT Nodes

Name [my_VLAN

High Availability

Monitoring WLAN tag |35?

Schedules

Directory Services
Kerberos MTU (optional) [1500

|
|
Default router |1[].‘I.[J.??' |
|

Login Services
Roles  ( Client

Active Directory || Cluster

Optimization |_| Core filer access

1FMI || Management

Support

Licenses
Cloud Credentials
VLAN

Administration (4

Configure Static Routes

2. Click onthe Add New VL AN button to display the panel.
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3. Inthe Namefield, enter the name of the new VLAN.

VLAN names can contain a phanumeric characters, underscores (_), and dashes (-); they cannot contain
spaces, periods, or other special characters.

4. IntheVLAN Tagfield, enter the tag number for the new VLAN. The tag number must be a unique integer
between 1 and 4094.

5. Optionally, enter the IP address of the default router for the VLAN in the Default Router field.

6. Optionally, enter the VLAN's maximum transmission unit (MTU) inthe M TU (optional) field.
Otherwise, the default MTU for the cluster will be used, as described in Section 2.3.4, “Default MTU
Value’ on page 23.

7. IntheRolesfield, select therole or roles for the new VLAN, any combination of the following:

¢ Client — The VLAN isused to communicate between the FXT nodes cluster and the clients.

e Cluster — The VLAN is used to communicate between the FXT nodes in the cluster, and also between
the cluster and corefilers.

» Corefiler access— The VLAN is used to communicate between the FXT node cluster and the core
filers.

* Management — The VLAN is used to communicate between a management machine and the FXT
nodesin the cluster. The IP addresses used by the VLAN are not locked to asingle node.

(gm Note

VLAN roles only determine whether or not the VLAN can be selected when later
configuring particular networks, as described in Section 5.4, “Management Role
VLANS' on page 93, Section 5.5, “Client Role VLANS" on page 94, Section 5.6,
“Cluster Role VLANS’ on page 94, and Section 5.7, “Core Filer Access Role
VLANS’ on page 94.

A cluster VLAN is used for communication with the core filer as well as among nodes.
Cluster VLANs must use the default gateway assigned to the cluster.

8. Verify the values you entered into the fields, then choose Submit.
Y ou can now do any of the following:

» Select Add New VLAN to add an additional VLAN.

» Select the M odify button to change a VLAN. Y ou can only modify the default router and the MTU for
the default VLAN.

» Select the Remove button to remove a VLAN from the cluster. Y ou cannot remove the default VLAN.

» Select Configure Static Routesto configure static routes for any VLAN, as described in the following
section, Section 5.3, “ Configuring Static Routes for aVLAN” on page 92.
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5.3. Configuring Static Routes for a VLAN

92

Y ou can configure static routes for aVLAN in order to direct how the vservers communicate with the cluster,
and how the cluster communicates with the corefilers. Thisis particularly necessary if your corefilers are
located on different VLANS, and the cluster needs a gateway other than the default to reach them. Y ou will
need to know what VLANSs your clients are on, what VLANSs your core filers are on, and the client-facing and
core filer-facing 1P addresses.

To add, modify, or delete static routesin a VLAN configuration:

1. Navigateto the Settings > Cluster > VL AN Configuration page.
2. Click Configure Static Routes. The Avere Control Panel displays the Static Routes page.

Dashboard QNN Analytics = Data Management | Support LiGo_Cluster .

Madify
Cluste
10.1.0.76  Default (tag: -) destlP:102.1.0.0, netmask:255.255.255.0,gateway: 152.168.1 1

Administrative Netwaork
Cluster Networks 110.1.02  my_VLAN(tag:42) Add

FXT Nodes
High Availability Modify Static Routes For 10.1.0.2

Manitaring Route 1
Schedules Destination IP |1[]2.1.[J.1 |

Directory Services (® Metmask [265.265.256.0 |
Kerberos

Gateway [192.168.1.1 |

Login Services
Remove This Route

Active Directory
Optimization Route 2
IPMI Destination IP [102.1.0.2 |
Support

: Netmask [256.255.265.0 |
Licenses |
Cloud Crodentials Gatoway [192.168.1.1 |
VLAN Remove This Route
Administration i8] Go back to VLAN configuration page frkd Another Route

3. Choose one of the following actions from the VLAN’ s row:
» Choose Delete to remove all existing static routes from the VLAN.
The Avere OSwill not give you a warning if you choose this option.

« Either choose Add to add arouteto aVLAN that does not currently have any static routes, or choose
M odify to add or change routes on aVLAN that has existing routes, to display the static route fields:

a. IntheDestination I P field, enter or change the destination | P address.

b. Inthe Netmask field, enter or change the netmask, in IPv4 dotted format or / nunber _of _bits
format.

c. Inthe Gateway field, enter or change the gateway, using |Pv4 dotted format.

d. [If youwant to enter additional routes, click Add Another Route. A set of fields for anew routeis
displayed.
e.  When you have finished adding or changing the static routes, click the Update Routes button.
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5.4. Management Role VLANs

Management role VLANS are used to communicate between a management machine and the FXT nodesin
the cluster. The IP addresses used by the VLAN are not locked to a single node. Optionally, you can reserve a
range of administrative |P addresses that are available exclusively for the use of management role VLANS.

Management role VLANS can be selected from the Settings > Cluster > Administrative Network page. Refer
to Section 2.3, “ Administrative Network Settings’ on page 20 for more information.

[] TouseaVLAN for the cluster’s management interface:

1. Navigateto the Settings > Cluster > Administrative Network page. The Default Router and Static
Routes fields that are present when advanced networking is not enabled have been replaced by a
Management VLAN drop-down list.

Dashboard RREEUGLEE Analytics | Data Management | Support

Administrative Network
Core Filer ]
Cluster —]

General Setup

LiGo_Cluster '

Management IP [10.1.22.194 |

Management Netmask |255.255.224.{] |

Management VLAN | Default (tag: -, gateway: 10.1.0.1) s

Administrative Network

Cluster Networks Eleuil TRE fopsioresy |

FXT Nodes DNS server(s) |10.0.84 |
High Availabili .

g ity DNS domain |dn5.oompan1,r.oom |
Maonitoring
Schedules DNS search | |

Directory Services Timezone | America/New York ]

Kerberos

NTP servers |mp.myoompany.oom |

Login Services
Active Directory Use multicast NTP servers ||

Use separate management ||

Optimization

e | Revert || submit |
1PMI
Support Node Management Addresses (optional)
e St sk | WA | hcoms
Cloud Credentials
Add New Range
VLAN
Add New Node Management Address Range
Administration o
Node admin first 1P [10.12.140.1 |
Node admin last 1P [10.12.140.3 |
Number of IPs inrange 3
Node admin subnet mask ]255.255.224.0 |
Node Admin VLAN [ Default (tag: -, gateway: 10.1.0.1) o |
| Revert || =submit |

2. Fromthe VLAN drop-down list, choose the VLAN that the management interface should use. Possible
valuesinclude Default or any other management-role VLANS that you have created.

' Important

° It is strongly recommended that the gateway of the management VLAN should match the
gateway of the (optional) node administration VLAN, which can be set at the bottom of the
page. Otherwise, the management interface may exhibit strange behavior.
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3. Choose Revert to restore the original settings, or choose Submit to commit any changes. The Avere
OS displays a pop-up that warns you about cluster session disruption and asks you for confirmation to
proceed.

4. Click OK.

Y ou can reserve arange of |P addresses for a management VLAN to use for node management. Refer to
Section 2.3.11, “Node Management Addresses’ on page 27 for more information.

5.5. Client Role VLANS

You can specify aVLAN for client-facing interfaces either during or after the creation of avserver, as
described in the following sections:

» Section 4.2, “Managing Virtual Servers (Settings Tab | VServer)” on page 76.
» Section 4.2.3, “Client-Facing Network Settings’ on page 81.

5.6. Cluster Role VLANSs

Cluster role VLANS are used to communicate within the FXT nodes in the cluster, and also between the cluster
and the corefilers. Optionally, you can reserve arange of |P addresses that are available exclusively for the use
of cluster role VLANS.

Cluster role VLANS can be specified from the Settings > Cluster > Cluster Networ ks page. Refer to
Section 2.4, “ Cluster Networks” on page 28 for more information.

' Important

° Before you modify or initially enable aVLAN for cluster interfaces, ensure that all components
of both the current cluster network and the new cluster network are functioning correctly. Check
that cluster traffic is already being transmitted across the existing cluster network and interfaces. If
any component of either the initial cluster network or the new cluster network is unavailable when
this process occurs, the cluster can become unhealthy, leading to file-service disruptions or other
failures.

When you modify or enable aVVLAN for cluster interfaces, the change is propagated through the existing
cluster network. Services and internal processes restart on each node in the cluster; after the restart, the nodes
use the new VLAN.

Note

A cluster VLAN is used for communication between the cluster and the core filers as well as
between nodes. Cluster VLANs must use the default gateway assigned to the cluster.

5.7. Core Filer Access Role VLANS

Corefiler accessrole VLANS are used to communicate between FXT nodes in the cluster and the core
filers. (You can also use cluster role VLANS to access the core filer.) Refer to Section 5.6, “ Cluster Role
VLANS’ on page 94 and Section 2.4, “ Cluster Networks’ on page 28 for more information.
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Chapter 6. Setting the Cache Policy

The cache policy specifies how the Avere system handles file-operation requests between clients and core
filers. For example, you could set two corefilersin the following way:

» A corefiler that has a high rate of data change (for example, an active source-code repository) can be set
to provide clients with full read/write access (also called writeback mode), in which the cluster controls all
read, write, and metadata operations between the core filer and clients, for maximum speed.

* Onthe other corefiler (for example, one that holds binary files that clients access primarily only to read),
you can specify aread-only policy (also called writearound mode) in which any write operations from
clients go directly through to the corefiler.

@3 Note

The terminology and implementation of cache policies, known in previous versions of Avere OS
as write modes, have changed significantly as of Avere OS 2.0. The term “write mode” is being
replaced; however, it is still rarely used in the Avere Control Panel and documentation.

6.1. Understanding Avere’s Cache Policies

The Avere system has two primary modes of handling data that clients have changed (written).

* Inread mode, the cluster updates the core filer after each write operation and checks the attributes on files
at an administratively specified interval. This enables the use of the cluster while other systems both read
and write data directly to the core filer. This mode accelerates data-read operations, but the performance of
data-write operationsis limited to the performance of the core filer and the performance of attribute-read and
attribute-write operations is constrained by the specified core filer verification interval.

Read mode is the expected configuration for initial installation and setup of the Avere system, as clients are
migrated from connecting directly to the core filer to connecting through the cluster. Some clients can till
mount the core filer directly. Read mode is the default caching mode for clusters and new corefilers.

 Inread/write mode, the cluster controls all read, write, and metadata (attribute) operations, and writes
changed data to the core filer within an interval called the maximum writeback delay. Read and write
performance scales with the size of the cluster independently of the performance capabilities of the core
filer. This mode accelerates read, write, and metadata operations.

The caching mode is set on a per-core filer basis. For a simple-namespace vserver, there is still asingle caching
policy because the vserver is associated with a single core filer. For a global-namespace vserver, you can have
different caching modes set for different corefilers.

Caution

If you are using read/write mode, all clients that are accessing a given dataset must mount the FXT
Series cluster to access the corefiler. If some clients are mounted on the FXT cluster and others
are mounted directly on the corefiler, with al clients accessing the same dataset, data corruption
and inconsistency can result.

Important

If your cluster isin read mode with core filer verification set to Always (previously known
as write-around mode), do not use CIFS clients to access the cluster. See Section 7.4, “CIFS
Limitations’ on page 108 for details.
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6.2. Specifying the Cache Policy

The following sections describe how to specify each cache policy and discuss considerations for each mode.

[] Tosetacachepolicy:

1. Navigateto the Settings > Core Filer > Cache Policy page.

One-sync action

Limit modified data by

Writethrough Scheduling

Witethrough schedule

Dashboard [E=PUINCEN Analytics = Data Management | Support LiGo_Chuster
Coche Py~ e
Cors Pler = Core Filer List > Filer Datads > Choose Filer: | cndor o
Manage Core Filers Cache Policy
cinder ¥ . P 1
Caching mode | Read/Writa |
Core Filer Details
Cache Policy Core fler varification [ Newver ¥ ]
Cloud Encryplion Settings Maximum writeback deley | Custom $)
Cluster < Custom wrileback delay |5 l
¥ Advanced Features
Advanced Cache Policy
Alow core filer verification
when ReadWrite caching
Custom core fier dircetory
vErlication lime
Cache Utilization Control
Limit modified data by | Caore filer ¢)
Only for NFS core Writethrough Scheduling
filers, not cloud filers,
Writetrrough schedule | No Schedule Selected ¢

No schodules are dofined yet. You can croate ong hara.

[ URL Polling 3
[ Core filar 0|
[ No Schedule Selected ¢

No schedwles aro dofined yet. You can croate ona hara.

On-sync acion | URL Polling 0
PolUAL | |
Local Directory Control
Local drectories | Enabled ¢
Revert Settings Save Settings

2. If necessary, choose the appropriate core filer from the drop-down list under the Core Filer heading.

3. From the Caching M ode drop-down list, choose either Read for read mode or Read/Write for read/write

mode.
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4. Depending on the selected mode, choose appropriate values from the Corefiler verification or Maximum
writeback delay drop-down lists. These settings are discussed in Section 6.2.1, “ Setting Read Mode” and
Section 6.2.2, “ Setting Read/Write Mode”.

5. If desired, open the Advanced Features panel and set the appropriate values.

Caution

Setting values in the Advanced Featur es panel can lead to problems ranging from
performance issues to data inconsistency. Contact Avere Global Services before setting any
values on this panel.

6. Click the Save Settings button.

6.2.1. Setting Read Mode

Y ou can set read mode, the default cache policy, by selecting Read from the Caching M ode drop-down list.
Also select avalue for the core filer verification interval from the Core Filer Verification drop-down list;
the verification interval determines how often the FXT Series system verifies the cached file and directory
attributes against the core filer’ sfile and directory attributes.

Determining the Core Filer Verification Interval
When deciding on a core filer verification interval, note the following general rules:
» Thelonger theinterval, the higher the performance of read operations.
» The shorter the interval, the higher the guarantee of file- and directory-attribute synchronization.

Choose a value that balances your need for performance against your need for attribute synchronization. This
valuetypically varies from application to application. Consult with your Avere Systems representative to select
aninitial value and, if necessary, adjust it later.

Possible values for the core filer verification interval include the following:
* A range between 5 seconds and 1 day.

» Always—The FXT Series cluster verifies the cached attributes against the core filer’' s attributes with each
read operation. This value guarantees attribute synchronization but reduces the performance of the Avere
system. Thisis the default value; most customers start with this value and later move to longer corefiler
verification intervals or read/write mode.

» Never—The FXT Series cluster never verifies the cached attributes against the core filer’ s attributes.
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6.2.2. Setting Read/Write Mode

Y ou can set read/write mode for a corefiler by selecting Read/Write from the Caching M ode drop-down list.
Also select avalue from the Maximum writeback delay drop-down list; this value specifies the maximum
amount of time that changed user data and metadata (attributes) is stored on the cluster before being committed
(written) from the cache to the corefiler.

6.2.2.1. Determining the Maximum Writeback Delay

98

When determining the value to set for the maximum writeback delay, consider the following:

The usage period of the average client. For example, if astandard client is a desk workstation that is used for
eight hours per day, you might consider eight hours as a reasonable amount of time.

The importance of the data being worked on by clients. For example, if clients are being used to input
mission-critical data, you might consider 30 minutes, one hour, or two hours as the maximum writeback
delay. However, if clients are generating scratch data, a maximum writeback delay of one day or two weeks
might be reasonable.

The amount of data being generated by the client as compared to the capacity of the core filer. For example,
if your corefiler is notably slow but your clients are generating data rapidly, you might consider increasing
the maximum writeback delay to ensure that the corefiler is able to accept data at a steady rate that does not
overload it. In this example, a maximum writeback delay value of one (1) minuteisfar too low for realistic
performance gains.

Because enabling and disabling local directories on a core filer can take alarge amount of time (as much
as, or more than, 30 minutes), you can to reduce this time by reducing the writeback delay. This depends on
how much datais aready in the cache, and what attributes need to be transferred to the core filer. After the
datais flushed back to the corefiler, you can then enable or disable local directories with less delay.

The size of the working set. A larger working set typically requires alonger maximum writeback delay value
for optimal performance.

The schedule on which your core filer performs backup operations. For example, if your core filer performs
afull backup every 24 hours, the maximum writeback delay needs to be less than 24 hours to ensure that
each day’s current or new datais backed up.

Consult with your Avere Systems representative to estimate a good initial value for the maximum writeback
delay. As you become more familiar with the Avere system and the workload patterns generated by your
clients and application servers, you can adjust the maximum writeback delay until you find the optimal value
for your environment.

Possible values for the maximum writeback delay vary from zero seconds through one year.
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6.2.2.2. Scheduling Read-Mode Periods

Most core filers use backup services such as snapshots, mirrors, and Network Data M anagement Protocol
(NDMP) sessions to atape or disk library, typically in combinations to guarantee data retention in the event
of dataloss on the corefiler. If your cluster is using read/write mode to serve a core filers data to clients, you
can ensure that backups of the core filer's data are synchronized with the latest modifications from clients by
scheduling a read-mode (or write-through) period on the FXT cluster to coincide with the corefiler’ s backup
schedule. The length of the read-mode period can be a specified length of time (for example, five minutes) or
can be controlled by a simple external polling mechanism.

The FXT cluster performs the following actions when you set up read-mode periods:

1

Approximately every ten seconds, an internal cluster process checks the current time against the next
scheduled read-mode period (also called the target time).

If aread-only period is approaching, the cluster automatically and gradually lowers the value of the
maximum writeback delay for read-write mode, causing the cluster to write changed data from clients back
to the core filer more aggressively.

The cluster continues to lower the value as necessary as the target time gets closer. As aresult, the cluster
has written all changed data to the core filer when the scheduled read-only period starts.

(gm Note

If the cluster is unable to write all changed data to the core filer before the read-only period
begins, you might see modified data on the Dashboard Cor e Filerstab, or an aert that the
cluster is not meeting its data writeback requirements. URL polling (see Step 5) ensures that
al changed datais written before polling begins.

When the read-only period starts, the cluster automatically switches all client accessto read-only (write-
through) mode. Any changes made by clients during this period are written directly to the core filer, with
the FXT cluster retaining information about changed data and metadata. The FXT cluster continues to
accelerate client read-only requests.

The cluster remains in read-only mode until one of the following events occurs:
e The polling URL returnsthe string RELEASE Core Fil er SYNCtothe FXT cluster
» The specified waiting period expires

When the read-only period has ended, the cluster switches back to read/write mode at the originally
specified maximum writeback delay for the core filer and staysin that mode until the next scheduled read-
only period approaches.

[  Toschedule aread-mode period:

1

o > w DN

Create a schedule on the cluster that corresponds to the corefiler’ s backup schedule, as described in
Section 2.8.1, “ Creating a Schedule” on page 41.

Navigate to the Settings > Core Filer > Cache Policy page.
Choose the appropriate core filer from the drop-down list under Settings > CoreFiler.
Expand the Advanced Features panel by clicking the arrow on the left of the panel label.

Select Enable advanced caching features. The Avere Control Panel displays awarning pop-up; click OK
to dismissit.

From the Writethr ough Scheduling panel, select the cluster schedule that corresponds to the core filer's
backup schedule from the Writethrough schedule drop-down list.
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7. From the On-sync action drop-down list, choose URL Polling if you plan to use URL polling, or Wait
Period if you want to specify afixed length of time for the read-mode period.

8. Depending on the selection you made in the previous step, do one of the following:
a. If you selected URL Polling, enter the URL of the external polling agent in the Poll URL
field. External polling agents are discussed in Section 6.2.2.3, “Implementing a URL Polling
Agent” on page 100.
b. If you selected Wait Period, choose a value for the waiting period from the Wait Period drop-down
list. The value needs to be aslong as or longer than the core filer backup process takes to compl ete.
For example, if backups typically take 30 minutes but sometimes take 40 to 45 minutes, select 1 Hour .

Possible wait periods vary from 5 minutes to 6 hours.
9. Click the Save Settings button.

6.2.2.3. Implementing a URL Polling Agent

100

A polling agent isa CGlI script external to the FXT cluster that can monitor and report on the progress of
the corefiler's backup job. The agent can be written in any language that supports CGl, including scripting
languages such as Perl and Python and compiled languages such as C, C++, and Java. See RFC 3875 for
information about the components of a CGI script.

When URL polling is set, and al changed data has been written to the core filer, the FXT cluster checks

the URL of the CGI script approximately every 10 seconds during the time period specified by the cluster
schedule. The CGI script must accept the arguments cor ef i | er (or mass) andt ar get Ti me, wherecor e
fil er isthe name of the corefiler andt ar get Ti nme isaUNIX timestamp representing the next scheduled
writethrough period. It must also return the string RELEASE Cor e Fi |l er SYNCwhen the corefiler's
backup process has completed.

A simple example CGlI script written in Python follows. Note that the script does not include any logic
for monitoring the status of the core filer; see the documentation for your corefiler, particularly any API
documentation, for that information.
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CGI Script Example
#! [usr/ bin/env python

i mport os
i mport sys
i mport cgi

cgi Args = cgi . Fi el dSt orage(keep_bl ank_val ues=Tr ue)
corefiler = cgi Args.getfirst('corefiler')
targetTime = cgi Args.getfirst('targetTine')

response = "nmust supply corefiler and targetTi me arguments”

if corefiler and targetTi ne:

statefile = "/tnp/ STATE. %6_%"% corefil er, targetTi ne)

os.cl ose(os. open(statefile, os.O CREAT|os. O RDVR))

f open(statefile, "r+")

I f.readline()

if not |:
response = "starting backup operation”
f.wite("start\n")

elif | == "start\n":
response = "waiting for backup operation to conplete (1)"
f.truncate(0)
f.seek(0)
f.wite("waitl\n")

elif | == "waitl\n":
response = "waiting for backup operation to conplete (2)"
f.truncate(0)
f.seek(0)
f.wite("wait2\n")

elif | == "wait2\n":
response = "waiting for backup operation to conplete (3)"
f.truncate(0)
f.seek(0)
f.wite("wait3\n")

el se:
response = "backup conplete.\nlt's time to RELEASE Core Filer SYNC\ n"
os.unlink(statefile)

f.close()

print "Content-Type: text/plain"

print "Pragma: no-cache”

print "Cache-Control: no-cache, mnust-revalidate"
print "Expires: Sat, 26 Jul 1997 05:00: 00 GVI"

print
print response
sys.exit(0)
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6.3. Setting Advanced Cache-Policy Features

The Advanced Features panel enables you to customize the cache policy for a given core filer. Some of these
features are described in previous sections.

6.3.1. Enabling Advanced Features
[] Toenableand configure advanced cache-policy procedures:

1. If necessary, choose the appropriate core filer from the drop-down list under the Core Filer heading on the
Avere OS.

Navigate to the Settings > Core Filer > Cache Policy page.
Open the Advanced Featur es panel by clicking the triangle to the left of the panel’ s heading.
Set advanced features as required. See the following sections for details.

a > D

Click the Save Settings button.

6.3.2. Setting a Custom Writeback Delay

If none of the predefined values available for read/write mode's maximum writeback delay works for your
environment, you can specify a custom value for the maximum writeback delay. Enter the value, expressed in
seconds, in the Custom Writeback Delay field. The value must be a nonnegative integer.

6.3.3. Setting a Custom Core Filer Verification Time

If none of the predefined values available for read mode' s core filer verification interval works for your
environment, you can specify a custom value for core filer verification time. Enter the value, expressed in
seconds, in the Custom Core Filer Verification Time field. The value must be a nonnegative integer.

6.3.4. Setting a Custom Core Filer Directory Verification Time

Y ou can specify the interval at which the FXT Series system verifies the cached directory attributes against the
attributes of the same directories on the core filer. Enter the value, expressed in seconds, in the Custom Core
Filer Directory Verification Timefield. The value must be a nonnegative integer.
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6.3.5. Enabling and Disabling Core Filer Verification in Read/Write Mode

The default behavior of the FXT Series cluster in read/write mode is to write file and directory attributesto the
corefiler asit writes changed datato the corefiler. Y ou can override this default behavior if necessary —for
example, if your network has along average latency or if the characteristics of your dataset requireit. If you
override the default behavior, the cluster checks the attributes of files and directories currently retained on the
cluster against the attributes of the files and directories on the corefiler and, if the attributes on the core filer
appear to be more recent than the attributes on the cluster, adjusts the attributes of files and directories on the
cluster to match those on the core filer.

Caution

Enabling this feature can cause data inconsi stencies between the FXT Series cluster and the core
filer. Do not enable it without first consulting with Avere Global Services.

[] Toenablecorefiler verification:

1. Select the Allow CoreFiler verification when Read/Write caching checkbox.

2. Specify corefiler verification values using
« The Corefiler verification drop-down list or the Custom Core Filer Verification Timefield
* Optionaly, the Custom Core Filer Directory Verification Timefield

[] Todisable corefiler verification in any write mode, do one of the following:

» Choose Never asthe value of the Core Filer Verification drop-down list

» Enter 0 (zero) inthe Custom Core Filer Verification Time and Custom Core Filer Directory
Verification Timefields.

6.4. Controlling Write Bandwidth

By default, the Avere cluster uses bandwidth to the core filer asfollows:

» When the cluster writes changed data back to the corefiler, it uses al available network bandwidth between
the cluster and the corefiler.

» The cluster does not write changed data back to the core filer until the writeback-delay value is reached.

Y ou can change either of these default behaviors on a per-core filer basis from the Settings > Core Filer >
CoreFiler Details page.

Reasons you might want to change the default behaviors include the following:

* You want to limit the bandwidth consumed between the cluster and the core filer, to make additional
bandwidth available for other network traffic.

» You want the cluster to write changed data back to the core filer before the writeback-delay value is reached
(that is, enable early writeback). This increases the performance demands on the cluster but can also result in
more uniform load bal ancing across the storage infrastructure.

Note

« If you want the cluster to use early writeback, you must also specify a maximum bandwidth.
» Bandwidth throttling is not honored if a high-priority writeback to a particular corefiler isin
progress. The specified throttling settings resume after the high-priority writeback completes.
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[]  Tochange the default bandwidth use or writeback timing for a core filer:

1. If you have more than one core filer configured, choose the appropriate one from the drop-down list.
2. Navigateto the Settings > Core Filer > Core Filer Details page.

3. Select the Enable Bandwidth Control checkbox. The Avere Control Panel displays the Maximum
Bandwidth and Early Writeback controls.

4. To select amaximum bandwidth for writebacks, choose a value from the M aximum Bandwidth drop-
down list. You can choose from arange of values, with a Custom option.

If you select Custom, the Avere Control Panel displays the Custom Maximum Bandwidth (M B/s)
control. Enter a custom value into the field. The value must be an integer between 1 and 800.

5. If you also want to set early writeback on the core filer, select the Early Writeback checkbox.

(-:’gm Note

A maximum-writeback value must be set if early writeback isto be enabled.

6. Click Submit to submit any changes you made.

6.5. Controlling Cache Utilization on the FXT Series Cluster

Cache-utilization controls enable you to limit the amount of modified data retained on the FXT Series cluster
from clients according to core filer, user, NFS export, or file-system ID (FSID). This feature enables you to
avoid asituation in which asingle client or small number of clients does not fill the entire cache policy with
changed data, thus blocking other clients from writing changed data to the cluster in the meantime.

' Important

° If the allocated amount of cache fills completely with modified data, clients attempting write
operations receive DQUOT or EJUKEBOX errors until all modified data in the cache is written back
to the corefiler. If this occurs, you can force al changed data to be written back to the core filer
as soon as possible by setting the core filer's maximum writeback delay to O (zero) seconds, as
described in Section 6.2.2.1, “ Determining the Maximum Writeback Delay” on page 98. Asa
followup step, it is recommended that you redistribute the workload across your clients.

@ Note

Cache-utilization controls limit modified data on the cache on the cluster, and has no connection
with storage-limiting containers defined on the core filer, such as Data ONTAP qgtrees.

[1  Toenableand specify cache-utilization controls:

1. If necessary, choose the appropriate core filer from the drop-down list under the Core Filer heading on the
Avere Control Panel.

2. Navigateto the Settings > Core Filer > Cache Policy page.
3. If necessary, click the triangle next to the Advanced Features label to open the advanced-features panel.

4. If advanced features are not already enabled, select the Enable advanced caching featur es checkbox. The
Avere OS prompts you for confirmation.

5. Fromthe Limit modified data by drop-down list in the Cache Utilization Control panel, choose one of
the following policies:
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* CoreFiler (the default): Cache-utilization controls will be applied to the corefiler.

e User: Cache-utilization controls will be applied on a per-user basis.

» Export: Cache-utilization controls will be applied on a per-export basis.

» Fsid: Cache-utilization controls will be applied on a per-FSID basis.

» Export and User: Cache-utilization controls will be applied on a per-export and per-user basis.
e Fsid and User: Cache-utilization controls will be applied on a per-FSID and per-user basis.

6. Click the Save Settings button to apply the specified changes.

6.5.1. Precautions While Using Cache-Utilization Controls
Observe the following warnings when using cache-utilization controls:

» Cache-utilization controls enable you to limit the amount of modified data retained on the FXT Series cluster
according to corefiler, user, NFS export, or FSID object.

» Cache-utilization controls are available only when the caching mode is set to Read/Write and advanced
features are enabled for the cache policy.

« If you change the caching mode to Read when cache-utilization controls are enabled, the cluster writes any
remaining modified data in the specified cache to the core filer as an asynchronous background job.

« If cache-utilization controls are enabled and you change the caching mode from Read/Writeto Read and
then back to Read/Write on the same core filer, the cache-utilization setting that was specified when the
caching mode was first changed to Read is reenabled.

For example, if you have a corefiler's cache-utilization control set to User, then switch the corefiler's
caching mode to Read, cache-utilization controls are disabled. If you then switch the same corefiler's
caching mode back to Read/Write, the cache-utilization controls are automatically reactivated with a setting
of User (not, for example, the default value of Core Filer). If you want to use a different cache-utilization
setting (for example, Export) after reenabling Read/Write caching mode, you must specify the desired
setting in the Avere Control Panel.

» When enabled, the cache-utilization control mechanism automatically calculates the optimal amount of the
cache policy alocated to each user, based on the size of the cache policy and other variables. Y ou cannot
specify the maximum cache-utilization value for agiven client.
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6.5.2. Enabling Local Directories

Caution

If you are using read/write mode, all clients that are accessing a given dataset must mount the FXT
Series cluster to access the corefiler. If some clients are mounted on the FXT cluster and others
are mounted directly on the corefiler, with al clients accessing the same dataset, data corruption
and inconsistency can result.

@ Note

Because enabling and disabling local directories on a core filer can take alarge amount of time,
you can reduce this time by reducing the writeback delay. After the dataiis flushed back to the
core filer, you can then enable or disable local directories.

To allow directory structures to be written to the cluster, and only be transferred to a corefiler at specified
intervals, select Enabled from the L ocal Directories drop-down list.

This capability significantly boosts the performance of workloads that have a high number of creation
operations.

Local directory creation is set per corefiler, not per vserver, per export, or on any other object in the Avere
system.

If you are enabling or disabling local directories, a condition will appear on the dashboard as the process
starts, and will be removed when the change is complete. At that point, an alert will appear, reminding you
to remount your NFS clients, and to remap any CIFS clients, as described in Section 7.5.2, “Configuring the
Cluster to Use Active Directory” on page 110.
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Chapter 7. Configuring CIFS Access

Short for Common Internet File System, CIFSis a protocol that allows users with different platforms and
computers to share files without having to install new software.

A CIFS server running on each node, as opposed to file sharing between computers on a network, ensures
that CIFS performance is as fast as possible. Avere vservers can be configured to serve CIFS clients, such as
Microsoft Windows computers.

7.1. Recommendations for CIFS Configuration

For optimal CIFS performance, follow these recommendations.

» Asnoted in Section 2.3.7, “ Setting DNS Parameters’ on page 25, you should configure your DNS domain to
use round-robin load distribution for client-facing | P addresses.

* NetBIOS advertises only one | P address per namespace. If CIFS clients browse to the namespace using

the Windows® Network Neighborhood feature, all client requests get directed to a single client-facing

I P address on a single node, resulting in poor performance. To avoid this issue, use one of the following

strategies:

¢ Create an entry or entries in the Microsoft® Dynamic DNS server for the namespace or the client-facing
IP addresses of the namespace server.

¢ Usethe Windows Internet Name Service (WINS) to create an entry for client-facing |P addresses. See the
Windows documentation for information.

¢ Manually distribute the CIFS client load by directing individual clientsto individua client-facing IP
addresses.

» Using both CIFS and NFS protocol s to access the same export is not recommended due to possible data
corruption. If export data must be accessed by both NFS and CIFS clients, contact Avere Global Services for
an analysis of your environment and access patterns before enabling multi-protocol access on the export.

7.2. Core Filer Prerequisites for CIFS

In order to use CIFS access, the core filer must be one of the following:

» NetApp Data ONTAP 7G or NetApp Data ONTAP 8 in 7-mode, with the volume or gtree security
style set to either uni x or nt f s. Avere OS does not currently support the m xed security style.
For more information, refer to Section A.2, “NetApp Data ONTAP 7G and Data ONTAP 8.0 7-
Mode” on page 178.

» OpenSolaris or Oracle® Solaris 9 or 10 with ZFS volumes. For more information, refer to Section A.3,
“ZFS on OpenSolaris and Oracle Solaris’ on page 179.

e EMC Isilon OneFS 5.x and 6.0.x. For more information, refer to Section A.4, “EMC Isilon
OneFS’ on page 180.

107



7.3. Overview: CIFS Configuration on the Cluster
[]  Toconfigure anamespace for CIFS, use the following general procedure:

1. Make surethe cluster, the corefiler, the Active Directory/K erberos server, and all CIFS clients are
using a common time source; if the time skew between any two components is more than five minutes,
CIFS accessis denied. Refer to Section 2.3.8, “Timezone” on page 26 and Section 2.3.9, “ Setting NTP
Parameters’ on page 26 for more information.

2. Configure the DNS settings, as described in Section 2.3.7, “ Setting DNS Parameters’ on page 25.

3. Configurethe cluster with adirectory service: NIS, LDAP, or both, as described in Section 2.9.1,
“Selecting and Configuring a Directory Service” on page 43.

NIS and LDAP can both be configured, but the Avere CIFS service uses only one for username resol ution.
Make sure that you select the correct source service from the Directory Services page (at the bottom of
the page where you configure NIS and LDAP).

If you are using NIS, then the UNIX and Windows usernames must be identical. For example, a UNIX
user with the username “jsmith” must also have the Windows username “jsmith”, not the Windows
username “Jodi Smith”.

4. Configurethe cluster with an Active Directory domain with Dynamic DNS. If more than one vserver
on the cluster isenabled for CIFS, all vservers must join the same Active Directory domain (that is,
the entire cluster must use a single Active Directory domain). If CIFS and UNIX usernames differ in
your environment, set up a username mapping file. Refer to Section 7.5, “ Joining an Active Directory
Domain” on page 109 for more information.

5. Enable CIFS on one or more vservers. This requires entering the username and password of an Active
Directory user that is authorized to join the vserver to the Active Directory domain. These tasks are
described in Section 7.6, “Enabling and Configuring CIFS’ on page 111.

6. Configure each CIFS share with the appropriate access mode, as described in Section 7.8, “ Creating CIFS
Shares” on page 120. The access mode depends in part on what your core filer supports and exports.

Note

Although NFSv4 ACL s can be used as an access mode for CIFS clients, the Avere product
does not support serving data from core filers that export pure NFSv4 volumes.

7.4. CIFS Limitations

Thefollowing isaknown limitation in Avere OS's current CIFS implementation:

» The Avere system does not correctly observe the append hit on CIFS ACLsfor NetApp corefilers. (This
behavior matches that of most other commercial CIFS servers.)
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7.5. Joining an Active Directory Domain

To use CIFS, the cluster must use an Active Directory domain. In addition, if your CIFS usernames are not
identical to your UNIX usernames (that is, if Jane Smith’s CIFS usernameisJane Smi t h but her UNIX
usernameisj anes), you need to create a mapping file for the cluster to use to match usernames. If your CIFS
and UNIX usernames are identical, you do not need a mapping file.

7.5.1. Creating a Username Map
If you use username mapping:
» The UNIX username is the name used by the vserver to access data on the corefiler.

» A CIFS user is authenticated according to his or her CIFS username but authorized according to his or her
UNIX username; that is, file accessis determined by the UNIX username.

* Notifications of changesto files or directories will not be sent if any of the following conditions exist:
* Any CIFS clients are directly connected to the corefiler.
¢ Any NFS clients are directly mounted to the corefiler.
* Any NFS clients are mounted to the cluster.

Username Map File Example
The format of the username map is as follows:

» Each line maps one username in the format UNI X_user nanme=AD_DOMAI N\ " Cl FS_user nane" where:
¢ UNI X _user nane isthe user's UNIX username.
« AD_DOMAI Nisthe Active Directory domain used by the cluster.
¢ Cl FS_user nane isthe user's CIFS username. If the CIFS username includes spaces, encloseit in
double quotation marks.

A line that begins with a pound sign (#) is treated as a comment.

# The next line maps the UNI X user tinmy to the CIFS user
# "Timothy Primate” in the AD domai n MYDOMAI N:

ti mmy=MYDOVAI N\ " Ti not hy Pri mat e”

#

# The next lines map nore UNI X usernanes to Cl FS usernanes
# in the sanme AD domai n:

cgfl ynn=MyDOVAI \"C. Certrude Flynn"

fl et ch=MYDOVAI N\ " Lawr ence Fl etcher"

j erenyj =MYDOVAI N\ " Jer ey Johnson"

per ry=MyYDOVAI N\ " Perry Monot r ene”

vanessa=MYDOVAI N\ " Vanessa Doof enshm rt z"

Place the file in alocation where you can accessit with aURI.
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7.5.2. Configuring the Cluster to Use Active Directory

110

When you have the username mapping file set (if needed) you can continue with the cluster configuration.

Note

» All CIFS-enabled vservers on a cluster must use the same Active Directory domain.
 This procedure does not actually join the Active Directory domain, it ssmply sets up the
association with the domain for vserversto join later.

To configure the cluster to use Active Directory:

1. Navigateto the Settings > Cluster > Active Directory page.

2.

Dashboard TN

Analytics = Data Management = Support

Core Filer 4]
Cluster —]
General Setup

Administrative Network
Cluster Networks
FXT Modes

High Awailability
Monitoring
Schedules
Directory Services
Kerberos

Login Services
Active Directory
Optimization

1PMI

Support

Licenses

Cloud Credentials
WLAN

Administration 4]

Active Directory

AD domain (FQDN)
AD domain (NetBIOS)
Daomain controlier

DC site

FXT site

LiGo_Clustar .

actif-dir host.com

ACTIF-DIR

cifs.actif-dir.host.com

Defanlt-First-8ite-Name

Default-First-Site-Name

¥ Domain Controller Address Overrides

" oran oo | oo twion |05 Rsmes | hetrs

Domain [FQDN) |

Domain [Netbios) |

DC address(es) | |
Add Override
¥ CIFS User to NFS User Overrides
source | File ¢
File URI |hnp:!fhosmame.oom!cifsusermap |
Poll Period [ 1 hour )
| Reset | | submit |

Inthe Active Directory domain tojoin field, enter the name of the Active Directory server. Specify either
its fully qualified domain name (for example, adser ver . exanpl e. com) or its |P address.
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3. If you are associating a username map with a cluster, do the following:

a. Inthe CIFSUsersto NFS User Overrides panel, choose File from the Sour ce drop-down list. The
page displaysthe File URI field below the Sour ce drop-down list.

b. Enter the URL of the username map in the File URI field.

¢. Fromthe Poll Period drop-down list, choose an interval at which the cluster checks the username
map file for changes. Possible values include 24 hours, 12 hours, 1 hour (the default), Manual, and
Custom.

d. [If you selected the Custom value from the Poll Period drop-down list, the page displays the Custom
Poll Period field below the Poll Period drop-down list. Enter a custom poll period in minutes.

e. If youwant the cluster to read the file immediately, click the Poll Now button.

Note

If you selected the Manual value from the Poll Period drop-down list, the cluster reads
the file only when the Poll Now button is clicked.

4. Click the Submit button at the bottom of the page.

7.6. Enabling and Configuring CIFS

After the cluster has been joined to an Active Directory domain, you can enable CIFS access on any of the
vservers of that cluster.

Ensure that the export settings for all listed exports are correct, as described in Section 2.6, “ Managing Exports
(Settings Tab | VServer)” on page 32. However, do not change the export policy or rules after setting up CIFS
sharing.

Ensure that directory services are configured as described in Section 2.9.1, “ Selecting and Configuring a
Directory Service” on page 43.

' Important

° Regardless of the directory service used (NIS or LDAP), if UNIX and Windows usernames
are not identical, you must set up a username map as described in Section 7.5.1, “Creating a
Username Map” on page 109.
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7.6.1. Gathering Information and Confirming Access

Consult with your Active Directory domain administrator before attempting to join the vserver to the Active
Directory domain. Y ou will need the following access and information:

» The user name and password of a Windows user with administrative permissions to join the Active
Directory® domain (the administrative user).

Note

The administrative password is not retained by the cluster; it is discarded immediately after
being used to join the Active Directory domain.

« If needed, the Organizational Unit (OU) name.

» The administrative user must have Oxner permissions for the following access control entriesin the
Organizational Unit’s access control list (ACL):
 List Contents
* Read All Properties
» Create Computer Objects
* Delete Computer Objects

« If the vserver’s machine account is precreated in an OU directly on the Active Directory server, the user that
creates the machine account must be the first user listed on the AD server’sinitial computer account creation
screen, a member of the group named Domain Admins, or both.
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7.6.2. Enabling CIFS Access

[] Toenable CIFS accesson avirtual server:

1. Navigate to the Settings > VServer > CIFS page.

Dashboard EEFULWCE Analytics | Data Management | Support

Global VServer - CIFS Configuration
Manage VServers Options
Global WServer =
Enable CIFS cngns [«
“server Details
Client Facing Metwork Ensble SMBZ ¢
MNamespat e
Export Policies Enable Mative ldentity |+
Export Rules
NFS Guest account |nobody
CIFS
Reset Update CIFS Status
CIFS Shares
e = Machine Account
Manage Core Filers
amazoni - Current Join Status  NOT JOIMNED
Core Filer Details Distinguished Name  CN=cifsgal-vsl,CN=Computers,DC=dev,DC=cc,DC=arriad,DC=com
Cache Policy
. . Mame for the CIFS server (the |cifsqa‘1—vs‘1 |
Cloud Encryption Settings MetBIOS name)
Cloud Snapshots
Admin username | Administrator
Cloud Snapshet Policies - | |
Admin password
Cluster - Admin pessword | |
General Setup Advanced
Administrative Network
Cluster Networks Resst Update CIFS configuration
Proxv Confiouration

2. If you have more than one virtual server, choose the appropriate virtual server from the drop-down list
immediately below the M anage V Ser ver s heading on the Settings tab.

3. Makethefollowing changesin the M achine Account panel:

a. Inthe Namefor the CIFS server (the NetBIOS name) field, enter the name of the CIFS server asit
isto appear to clients. The default is the name of the cluster. The name must be between one (1) and
15 charactersin length and consist only of the characters A-Z, a-z, 0-9, and - (hyphen).

« If your Active Directory server is Windows 2000 or later, the name cannot include the period (.)
character. If your Active Directory server is Windows NT®, the name can include a period but
cannot start with a period. For possible future compatibility issues, it is recommended that you do
not use the period character in the NetBIOS name.

« If you want to use the NetBIOS name to access the vserver, then add a DNS server Host(A) record
for each | P address assigned to the vserver.

b. Inthe Admin username field, enter the name of the administrative user.
c. Inthe Admin password field, enter the password of the administrative user.

d. Optionally, enter the name of an Organizational Unit (OU) for the vserver’s machine account:
« Select the Advanced checkbox. The Avere OS displays the Organizational Unit field.
 Enter the name of an Organizational Unit for the vserver’ s machine account.

e. Click Reset to return to the original settings, or click Update CIFS configur ation to accept the
changes.
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(\/éta Note

Leave Native Identity enabled. Thisis explicitly for CIFS users accessing NTFS shares. It enables
Create operations to use SMB to the corefiler. Thisleverages SIDsin the ACL and removes

the requirement for a SID-to-UID mapping. Do not disable unlessinstructed by Avere Global
Services.

6. Inthe Enable/Disable panel, select the Enable CIFS on vserver-name checkbox, and click the Update
CIFS Status button.

@ Note

Y ou cannot change the CIFS configuration while the CIFS serviceis disabled or when the
CIFS service is transitioning from the enabled state to the disabled state. If you attempt
this, the Avere OS aerts you that the changes are not accepted. Y ou can change the CIFS
configuration only when the CIFS service is enabled and running.

After some cluster activity, the Current Joined Status will changeto JO NED, and the Distinguished Name
field will befilled in.

7.6.3. Updating the CIFS Configuration
After CIFSis configured and enabled on avirtua server, you can update the following parameters:

* NetBIOS name
 Active Directory administrative user name. Sometimes an update is needed to reauthenticate with the Active
Directory domain; this requires the administrative user to re-enter their password.

You can also disable CIFS service on the virtual server, for example, if aclient only needs brief CIFS access,
and you do not want to risk simultaneous NFS/CIFS access to the same data.

[]  Toupdate CIFS configuration parameters:

1. Navigate to the Settings > VServer > CIFS page.

2. If you have more than one virtual server, choose the ClIFS-enabled virtual server from the drop-down list
immediately below the Manage V Ser ver s heading on the Settings tab.

3. Enter new valuesin the appropriate fields as required. See Section 7.6, “ Enabling and Configuring
CIFS’ on page 111 for information on the fields.

4. Choose Reset to restore the original configuration values, or choose Update CIFS configuration to
commit any changes.

Updating the CIFS Configuration 115



7.7. Selecting an Access-Control Mechanism

CIFS uses access-control lists (ACLS) to control access to files. Depending on the type of filesystem the
vserver’s core filer supports, the Avere cluster can communicate ACLsto CIFS clientsin one of three ways.

* NFSv3-If the core filer supports only NFSv3, the Avere cluster translates between POSI X mode bits and
CIFSACLs.

core filers that support only NFSv3 and use POSIX mode bits do not require any special configuration.

» NFSv4 - If the core filer supports NFSv4, the Avere cluster can use the NFSv4 domain to trans ate between
NFSv4 ACLsand CIFSACLs.

The Avere cluster does not provide file service to NFSv4 clients or from NFSv4 servers; however, it can use
an NFSv4 domain to provide access control to CIFS clients.

To use NFSv4 ACLs, the cluster must be configured with the name of avalid NFSv4 domain in the NFS
Domain field in the Directory Services settings, as described in Section 2.9.5, * Specifying the Source for
Usernames’ on page 51 for details.

If you are using NFSv4 ACLs, the directory associated with the root of the CIFS share must have an
appropriate ACL defined with the correct inheritance flags before ACLs can be set by CIFS clients. Thisis
most easily achieved by setting the directory’ s POSIX mode bitsto 0777.

* CIFS—If the corefiler supports CIFS natively, the Avere cluster can pass CIFS ACLs directly between the
client and the corefiler.

In this case, the CIFS share name on the cluster must match the name of the matching share on the corefiler.

7.7.1. Considerations for Selecting Access Control
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When selecting an access-control mechanism for a particular CIFS share, consider the following criteria:

Note
CIFS ACLs are always preferred over NFSv4 ACLs.

» Doesthe core filer support CIFS natively (for instance, a Data ONTAP gtree with the security stylent f s)?
If so, you must use CIFSACLSs.

» Doesthe corefiler support only NFSv4? If so, use NFSv4 ACLs.
» Doesthe corefiler support only NFSv3? If so, use POSIX mode bits.

» Doesthe core filer support both NFSv3 and NFSv4 AND does the corefiler have afull NFSv4
implementation? If so, then you can use either NFSv4 ACLs or POSIX mode bits.

In this case, the use of NFSv4 ACLsis recommended only if your storage-administration team is familiar
and comfortable with mixed NFSv3/v4 environments.

If you are using NFSv4 ACLs or native CIFS ACLs, see Appendix A, Core Filer-Specific Configuration
Notes on page 177 for information about configuring CIFS-tested core filers for correct operation with the
Avere system.
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7.7.2. Enabling Constrained Delegation for Use With Native CIFS ACLs

If your corefiler isanative CIFS server (for example, a Data ONTAP volume with the security stylent f s), or
if you are using any filesystem with native CIFS ACLSs, you must enable constrained delegation on the Active

Directory server between the corefiler and the Avere cluster.

Constrained delegation configures the Microsoft Active Directory service to restrict the services and
servers that your application can access. Constrained delegation requires K erberos authentication on
some servers. For more information on enabling Kerberos, refer to Section 2.9.3, “Enabling Kerberos

Authentication” on page 48.
[] Toenable constrained delegation:

On the Active Directory server:

1. Loginto the Active Directory server with an account that has administrative privileges.

2. Fromthe Start Menu, under Administrative Tools, choose Active Directory Computersand Users.

- Active Directory Users and Computers !El '
File Action View Help
e 2R i0XEBod=HR3aTa%
: Active Directory Users and Comput | Name | Type = | Description
_ Saved Queries & hosthg Computer
B 3 msn.avinet gat Computer
| Builtin sy Add to a group... Computer
| Computers . Disable Account
3| Domain Controllers Reset Account
~| ForeignSecurityPrincipals Move. ..
| Managed Service Accounts Manage
o TestUsers N
| Users All Tasks 3
Cut
Delete
Help
‘| | | T
|Dpens the properties dialog box for the current selection. | |
3. Intheleft-hand pane, expand your network item, and choose Computers.
4. Intheright-hand pane, right click on the vserver’s NetBIOS name and choose Properties.
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5. Click on the Delegation tab.
selfhosthg Properties EH
Generl I Operating System I Member Of Delegation | Location I Managed Eyl Dialin |

Delegation is a security-sensitive operation, which allows services to act on
behalf of another user.

" Do not trust this computer for delegation
™ Trust this computer for delegation to any service (Kerberos only)
& Trust this computer for delegation to specified services only

= Usze Kerberos only

% |sze any authertication protocol

Services to which this account can present delegated credentials:

Service Type | User or Computer | Part | Senvice M

[~ Expanded Add... | Remaye |

OK | Camcel | Mooy | Heb

6. Select Trust thiscomputer for delegation to specified services only, and then select Use any
authentication protocol.

7. Choose Add. The Add Services window appears.

8. Findthe corefiler:
» Click on Usersor Computers
« Inthe bottom field of the window that appears, type part of the server name and click Check Names.

Select Users or Computers ﬂ E
Select this object type:

IUsers. Computers, Builtin security principals, or Other objects Object Types...

From this location:

Imsad.avere.net Locations...

Enter the object names to select (examples):
narth Check Names

Advanced... | 0K I Cancel

 Select the name of the core filer from the list that appears, and click OK.

G

i
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Y ou return to the Add Ser vices window.

Add Services EEd |

To allow services to be delegated for a user or computer, select the appropriate
users or computers, and then click the services.

To select one or mare user or computer names, click

U Computers...
Users or Computers. Ser oromputers |

Available services:

Service Type | |ser or Computer | Paort | Service Name =
alerter north.cifs.amcolo |-
appmgmt north.cifs.amcolo
browser north.cifs amcolo

north.cifs amcolo

cisve north.cifs.amcolo o
1| | 3
Select Al |

QK I Cancel

9. Sdect cifsand choose OK.

On the core filer:

1. Create avolume or filesystem (an export) that has native CIFS permissions. See the documentation for
your core filer for instructions.

2. Ensurethat the volume or filesystem enables UNIX root access.

3. Ensurethat the volume's or filesystem’sinitial privileges enable full control for all users (equivaent to the
POSIX mode bits 0777). Set ACLs on individual files and directories after setup is complete.

On the Avere system:

* Create a share for the volume or filesystem as described in Section 7.8, “Creating CIFS
Shares’ on page 120.

' Important

b4 The name of the CIFS share must exactly match the name of the source NFS export.
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7.8. Creating CIFS Shares

Before CIFS clients can access data through the virtual server, you must set up CIFS shares that map to NFS
exports on the Avere core filers (or to subdirectories of the exports). Perform the following steps to create
shares.

CIFS shares can be either regular shares or home shares. Thereis no limit to the number of either type of share
that can be created on an Avere cluster, and an Avere cluster can have both types.

Caution

If you share an NFS export through CIFS, do not change the export policy or rules on the NFS
export after setting up sharing. Doing so can result in unpredictable access to the export through
CIFS and possible unauthorized access to data.

[] TocreateaCIFSshare:

1. Navigate to the Settings > VServer > CIFS Shares page.

Dashboard JEENGNENN Analytics = Data Management | Support | |igo GCluster .

Manage VServers
Acosss Conirol advanced |

Vserver Detais osp: | Home | Advanced |

Client Facing Network newgd. ishare | Avolcifshomes pOsix Mo No Celete Madify

Lapepe Share definition

Export Policies

Export Aules Share Type |: Regular Share ::I

NFS

CIFS shara name

) |arrow_5hare |

CIFS Shares NFS export | / T |
— |

Cluster = Advanced

AminEaon & Create share

2. If you have more than one virtual server, choose the CIFS-enabled virtual server from the drop-down list
immediately below the M anage V Ser ver s heading on the Settings tab.

3. From the Share Type drop-down list, choose the type of CIFS share that you want to create.

» Regular Share (the default) — The pathto  the share is determined by the NFS export path and the
subdirectory path, combined.

» Home Share— With aHome Share, the user’ s name will be substituted into the namespace path. For
example, if the namespace path for the Home Share was gr ap/ user s/ %J, and that user was mapped
tothe share asj user , the namespace path would become gr ap/ user s/ j user . Thisalowsan
administrator to create just one share, with each user having a home directory on that share.
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4. Enter aname for the new sharein the CIFS sharename field. Share names must have the following
properties:
 Share names must be unique. Note that they are case-insensitive.
* Share names cannot contain control characters (0x00 - Ox1F)
 Share names cannot contain any of the following characters:
"%t +, ;< =>21\V ]|

» Share names must be at least 1 character long but no more than 242 characters long.

@ Note

The maximum length for a CIFS share name is 255 characters; however, the share name
isinternally used in combination with the NetBIOS name (maximum 12 characters) of the
server on which the share islocated. A maximum share-name length of 242 charactersis
therefore recommended.

5. Select the NFS export that is to be used for the share from the NFS export drop-down list. Multiple CIFS
shares can use the same NFS export.

6. If needed, enter a subdirectory for the export in the Subdir ectory field. The subdirectory name can include
additiona directory path information.

For example, if you are creating a share named payr ol | that needs to resolve to the NFS directory /
vol / vol 0/ dept / fi nance/ payr ol | and the share’'sNFSexportis/ vol / vol 0/ dept , enter the
subdirectory as/ f i nance/ payrol | .

If you selected Home Shar e as the share type, the Subdirectory field is automatically populated with 94J,
which will be translated a the user name of a user on the CIFS client.

7. Choose an access-control mechanism from the Access Control drop-down list. See Section 7.7, “ Selecting
an Access-Control Mechanism” on page 116 for information about selecting an access-control mechanism.

8. Optionally, set advanced properties for the share by selecting the Advanced checkbox. The Avere OS
displays alist of advanced properties.

* Browseable — Choose whether the share is browseable. If the share is browsable, it will be visible when
auser browsesto that vserver.

 Inherit Permissions — Specifies whether new directories  created under the share will inherit the
permissions of their parent directory. The default is No.

* Read Only — Choose whether the share is read-only. Setting this option to Y es can lead to faster
performance if the data on the core filer will not need to be changed.

» Strict locking — Select Enabled from the drop-down list so that a byte range lock check (a check on
locks for a section of afile) is made each time datais read from or written to the CIFS share. Y ou can
select Disabled (the default) to improve performance.

e Oplocks— Select Disabled to disable all oplock support.  Select Enabled (the default) to allow read/
write oplocks.

e Level 2 oplocks— Select Disabled to disable all read-only oplocks. Select Enabled to enable read-only
oplocks, when the Oplocks option is enabled.

» Read-only optimized — Select Yesto enable performance-related options that are applicable to read-
only shares. The default valueis No.

» Create Mask — Enter an octal value representing the UNIX permissions for newly created files. The
default is0744 (read-write-execute by owner; read-execute by group; read-execute by any user).
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» Security Mask — Enter an octal value representing the UNIX permissions that are set on afile whose
permissions are changed by a Windows NT client from the native Windows NT security dialog box. The
defaultis0777 (read-write-execute for all users).

 Directory Mask — Enter an octal value representing the UNIX permissions of adirectory that is created
with DOS permissions. The default is0755 (read-write-execute by owner; read-execute by group; read-
execute by any user).

 Directory Security Mask — Enter an octal value representing the UNIX permissions for adirectory
whose permissions are changed by a Windows NT client from the native Windows NT security dialog
box. The default is0777 (read-write-execute for all users).

» ForceCreate Mode — Enter an octal value representing the minimum set of UNIX permissions for any
file created by the Avere OS CIFS server. The default is0000 (no permissions).

» Force Security Mode — Enter an octal value representing the minimum set of UNIX permissions that
can be modified on afile whose permissions are changed by a Windows NT client from the native
Windows NT security dialog box. The default is 0700 (read-write-execute by owner; no permissions for
others).

» ForceDirectory Mode — Enter an octal value representing the minimum set of UNIX permissions for
any directory created by the Avere OS CIFS server. The default is0000 (no permissions).

» ForceDirectory Security M ode — Enter an octal value representing the minimum set of UNIX
permissions that can be modified on a directory whose permissions are changed by a Windows NT
client from the native Windows NT security dialog box. The default is 0000 (no permissions).

* ForceUser —Enter aUNIX username that is assigned as the default user for all users of the Avere OS
CIFS server. Thisis useful for sharing files. Specifying an incorrect username or a username without
adequate permissions can cause security (access) problems. Thereis no default value.

» Force Group — Enter aUNIX group name that is assigned as the default group for all users of the Avere
OS CIFS server. Thisisuseful for sharing files. Specifying an incorrect group name or the name of a
group without adequate permissions can cause security (access) problems. Thereis no default value.

9. Click the Create share or Set home share button; the latter is displayed if the share typeis Home Share.
The share appearsin the table listing of shares.

7.8.1. Accessing a CIFS Share

After ashareis created, it can be accessed from a CIFS client by using the syntax
\'\ Net Bl CS_nan®\ shar e_nane, where NetBIOS hame is the name of the CIFS server specified in the
primary CIFS configuration and share_name is the name assigned to the share.

7.8.2. Deleting or Modifying a CIFS Share
[] Todeleteashare, click the Delete button in the share'srow in the table listing of shares.

[] Tochangeashare's configuration:

1. Click the name of the CIFS share.
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Share Details - homes

CIFS Shares List = Current Share: homes

Modify Advanced Details for Share homes

CIFS share name  homes
Access control  cifs
Is home share yes
MFS export  /

Subdirectory  %U

Browseable | Yes

Inherit permissions | Mo

Read-only | Mo

Hide unreadable | Mo

Strict locking | Disabled

Oplocks | Enabled

Level 2 oplocks | Enabled

Read only optimized | Mo

Guest ok | Mo

2. Make editsto fields. Fields that have boxes next to them may be edited.

3. When madifications are complete, click Submit to commit the changes.

7.8.3. Share-level ACEs/ACLs on CIFS Shares
[] Tosetashare-level Access Control Entry (ACE) on an Avere CIFS share:
1. Navigateto the Settings > VServer > CIFS Shares page.
2. Click the name of the CIFS share under the Share Name column.

3. Scroll to the bottom of the page. Click the Add ACE button.

Share-level ACEs/ACLs on CIFS Shares

Share Permissions
Add New ACE
User/iGroup | |
ACEtype | Allow M
Permission | Read v |
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Enter the User or Group name. This is the name or security 1D (SID) of auser or group. Names from a

Choose the ACE type. ACEs may be either Allow or Deny. Deny will overrule Allow permissions.

4.
trusted domain must contain the domain prefix. For example, DOMAIN\UserOrGroup.
5.
6. Choose the Permission. Permissions may be:
» Read - view, list, execute
» Change - al Read permissions and modify, add, delete
 Full - @l Change permissions and the ability to modify permissions
7. Click Submit to add the ACE.

To modify ashare-level ACE:

1

Click the M odify button for the ACE to be changed.

@ Note

Users and Groups cannot be changed. To change a user or group, you must remove the ACE
and create anew ACE.

2. Changethe ACE type and/or Permission.
3. Click Submit to modify the ACE.

[] Toremoveashare-level ACE:

1. Click the Remove button for the ACE to be changed.

2.

Share Permissions Add ACE
UserlGroup S .
Local DENY CHANGE R Madi
(S-1-2-0) Emove Viodify
Féﬁ“ﬂ“g? ALLOW FULL . Modify

Read the warning and press the OK button.
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Chapter 8. Moving and Mirroring Data on Core Filers (Data
Management Tab)

The Data Management tab allows you to migrate (FlashMove®) data from one core filer to another, and to
have data mirrored (FlashMirror®). This capability requires you to purchase a license; for more information,
refer to Section 1.5, “Adding and Removing aLicense” on page 5.

8.1. Understanding FlashMove®

FlashM ove enables you to move (copy data and change the junction between core filers) data transparently
from one core filer to another, provided the two core filers are in the same GNS-enabled vserver. During
the operation, data remains fully available to clients for read and write operations. For more information
on global namespace (GNS) verservers, refer to Section 4.3, “ Creating and Maintaining a Global
Namespace” on page 83.

@ Note

The FlashMove operation does not delete your original data; however, it also does not continue
updating data after the operation, nor does it allow the same access to that data as before, since
(from the cluster’ s point of view) the data has actually “moved” from it's original location.

Data Cantar (Core Miar:faxport)

Cents ! moz | Remots sts (Cors flerissport)
1
i
FXT Clugtar : Feuat | : . |
i i fpipe |
Ty f#_,',d Netappi: ! | i
—— T T )= | : —i— EMC .
gy L - mech | T T '
_\\ xx‘_i ,Iﬁ :
i
L | - I
\ i: e '} FlashMove
W Z
\I ‘S rc |
b Jtatr !
[ |
! sun_IF5 !

Single mount point

One way to visualize FlashMove is as a copy operation from one core filer to another. After the copy is
complete, the GNS namespace is automatically adjusted, so that in the future, clients see the new copy of the
data, and the original copy isremoved. FlashMove is useful, for instance, to capacity-balance data between
severa corefilers, or when a server is to be decommissioned and the administrator needs to move active data
elsewhere without interrupting client accessto that data.
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8.2. Understanding FlashMirror®

FlashMirror is an extension of the FlashMove feature; after the initial move of the dataset from the source core
filer to the destination core filer, a FlashMirror operation continues to synchronize any changes (writes) made
on the source to the destination.

Heterogeneous NAS Filers

Clients
= == ™
o

Vendor B
Primary Site

FlashMirror

Vendor C
Secondary/Cloud Site

One way to visualize FlashMirror is as a continuing copy of the data, again, without interrupting client access
to the data.

8.3. FlashMove and FlashMirror Prerequisites

Before you can start a data management job, your cluster must meet the following criteria:

» A validlicense for FlashMove, FlashMirror, or both, activated on the Avere system.
» Because you are moving data from one core filer to another:
Y ou need more than one core filer.
» Each corefiler must have at least one export available.
» Asdescribed in Section 6.2.2, * Setting Read/Write Mode” on page 98:
e TheCorefiler verification interval must be set to Never.
« A writeback delay must be set.
 Local directories must be enabled, as described in Section 6.5.2, “Enabling Local Directories’ on page 106.

@ Note

Because enabling and disabling local directories on a core filer can take alarge amount of
time, reducing this time by reducing the writeback delay is recommended, as described in
Section 6.2.2.1, “ Determining the Maximum Writeback Delay” on page 98. After the dataiis
flushed back to the corefiler, you can then enable or disable local directories.

» Neither the source nor the destination core filer can be associated with a simple vserver.

» Thevserver must either use a global namespace, as described in Section 4.3, “ Creating and Maintaining
a Global Namespace” on page 83, or the destination core filer must not be associated with a vserver (for
FlashMove operations).
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' Important
L ]

Simple vserver (one vserver to one core filer) configurations cannot be used with data

management.

» Both the source and destination users need to have domain administrator permissions, at a minimum.

» Both the source and destination core filers need to be joined to the same domain, or to a trusted domain.

8.4. Creating and Running a Data Management Job

Y ou can enter a search term in the field above the table of job listings to filter the display, as described in

Section 1.7, * Search Functionality” on page 8.

Click on the Data M anagement tab from the Avere Control Panel to configure and run a migration.

Dashboard | Settings | Analytics [EsEIERRERENT T

Showing 1 to 1 of 1 entries
Source

¥ 2 grape:ivolhaus_srci thor:vollarrow
Move Job: grape:volhaus_src1 = thorvolliarrow
Source Admin Username: Administrator

Destination Admin Username: Administrator

Node: nodel
Operational State: complete
Created: 1/30M14 16:06:08
Started: 1/30M14 16:07:45
Completed: 1/30/14 16:08:44
File Logging: enabled
Logging File: mirror_job.txt

Moving: /difftest.bxt
Note: 'CIFS migration
Showing 1 to 1 of 1 entries

LiGo_Cluster i
| Create | | Start | | Dismiss | | Actions ¥ |
Search: |
Throughput A 4 Run Time A
Status Bytes/Files/Dirs y CateTime o Days:Hours:Mins:Secs ¥
move move completed 0B/0/0 1/28/14 12:35:45 00:00:00:55
Total Moved Throughput (fsec)
Bytes 3KB 0B
Files 10
Directories 2
Status Message: N/A
Overwrite Mode: ahways
Create | | Start | | Dismiss | | Actions ¥ |

Creating and Running a Data Management Job

127



128

O

To create a FlashMove or FlashMirror job:

1. From the Data Management tab, click on the Create button at the top. The Add New Data M anagement
Job wizard starts.

Add New Data Management Job x

Configuration

Initial state |: Stopped ::I

Job type I: Mirrar = :|

Overwrite mode I: Filehandle, size or modification time changed ¥ :I

Enable file logging o

Log filename |mirror_job.txt |

{optional)
Preserve CIFS ACLs
Overwrite
destination root ACL
CIFS vserver new_global hd

Motes | CIFS migration

Next

2. Enter the information about how the job will be performed:

* Initial State— Thiswill be Stopped by default.

Select Start Now if you want the migration to start when you create the job, rather than using the Start
button later.

« Job Type— Either Move or Mirror.

» Overwrite Mode—How files on the destination core filer will be treated by the source corefiler.

Always — Use this option when you are using FlashMove or FlashMirror to migrate datato alocation
that has not been previously populated by the source corefiler. This copies al datain all cases. If you
are unsure about which option to use, use this one (although it might take a bit longer than the other
options).

Filehandle, size, or modification time changed — Use this option if you have halted and re-created
amigration. Thiswill only migrate data that has not yet been transferred, unless it has changed since
the cancellation. This can save time if you cancelled a migration when alarge amount of the operation
was compl ete.

Size or maodification time changed — Use this option when you have copied files to the new core
filer in another way (for example, a simple copy), but want to update anything that has changed on the
source core filer. The option checks normal NFS attributes on afile, and copiesfilesif the size or date
have changed.

« Check Enablefilelogging if you want alog file to be created. If you do this, the L og filename field
will appear, alowing you to enter a name for the file. If you do not enter a name, Avere OS will use
.avere_l og_migration[|D].Thefileiscreated in the destination export directory, with no
additional file extension.

e Check Preserve CIFS ACLsif you want the access control settings on CIFS sharesto be the same as
the original settings.
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l Important

must be configured to use CIFS ACLs.

Two additional fields appear:

CIFS migrations cannot be used with NFSv4 ACLs. The source and destination core filers

* Overwritedestination root ACL — Check this option if you want to transfer the ACL settings to the

destination. Thiswill either overwrite or transfer the security settings to the destination.

Note

If you are migrating between different types of core filers, you should select this option,

or the migration islikely to fail.
» CIFSvserver — Select the GNS vserver containing the CIFS share from this drop-down list. (Only
GNSvserverswill beincluded in thelist.)

* Notes— Enter any notes, such as a reason for data management job, in thisfield.

3. After you have entered the information in the first window, click Next.

Enter Data Source Parameters
4. Enter the Data Source information. Thiswill be the location of the dataset that will be migrated.

e Source Core Filer —From this drop-down list, choose the core filer from which you want to transfer
information, any of the core filers you have added to the cluster.

If any of the core filers are configured so that they cannot be migrated, they will be unselectable, with
the reason for their unavailahility listed by the name, as shown in the following image:

Add Mew Data Management Job *®

Data source

Source core filer | Select Core Filer "
Source export |
Source share mame m
Export subdirectory

Affected junctions(0) No junctions found

Source admin |
username

Enter Data Source Parameters
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Enter Data Destination Parameters

5. Enter the Data Destination information. Thiswill be the location to where the dataset will be copied.

Add New Data Management Job ®

Data source

Source core filer | cinder v

Source export | f A

Source share name |newg3.15hare |

Export subdirectory |fvolfcifshares |

Affected junctions{0) Mo junctions found

Source admin [Administrator |
username

Data destination

Destination core filer new_core &

Destination export | /vol0/1 v

Destination share |migrated share |
name

Export subdirectory |fvolfcifshares |

Affected junctions(0) No junctions found

Destination admin [Administrator |
username

Back Add Job
A4

» Destination Core Filer — From this drop-down list, choose the core filer to which you want to copy,
any of the corefilers you have added to the cluster.

» Destination Export — From this drop-down list, choose the export (the filesystem) you want to copy to.

(ga_: Note

Y ou can type part of the export name to filter the list options.

» Export Subdirectory — Optionaly, enter any subdirectory to which you want to move or mirror the
data. If you do not enter a subdirectory, the datawill be migrated to the root of the destination corefiler.
If you enter a subdirectory that does not yet exist, the Avere OS will create it.

» Affected Junctions (informational) — Links from one filesystem to a directory in another filesystem.

l Important

e The destination core filer cannot have a junction pointing to itself; for example, Fi | er 1: /
vol 1/ dat a/ cannot be moved (or mirrored) toFi | er 1: / vol 1/ newdat a.

6. Click the Add Job button.

The data management job (FlashMove or FlashMirror) is added to the Data M anagement tab. A window
appears, informing you when the job has been added successfully. Choose Close to dismiss the window.
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Dashboard | Settings | Analytics WAENNEUELEL LIS Support | igo Cluster :

Create Start Dismiss Actions ¥
Showing 1 to 1 of 1 entries Search:
Job A a4 dob 4 Throughput A A Run Time A
D Source v Destination v Type v Status Bytes/Fles/Dirs v Create Time ¥ Days:Hours:Mina:Secs ¥
¥ 2 grape:volhaus_srci1 thor:voll/arrow move move completed 0B/0/0 1/268/14 12:35:45 00:00:00:55
Move Job: grape:volhaus_src1 = thorvolliarrow
Source Admin Username: Administrator
- Total Moved Throughput (fsec)
Destination Admin Username: Administrator Bytes KB B
Node: nodel Files 10
Operational State: complete Directories 2
Created: 1/30M14 16:06:08
Started: 1/30M14 16:07:45
Completed: 1/30/14 16:08:44 Status Message: NIA
File Logging: enabled Overwrite Mode: ahways
Logging File: mirror_job.txt
Moving: /difftest.bxt
Note: 'CIFS migration
Showing 1 to 1 of 1 entries
Create Start Dismiss Actions ¥
Abort
Pause
Stop
Reverse
Transition

Running the Data Management Job
1 Tostart aFlashMove or FlashMirror job:

1. Onthe Data Management tab, click on the job row. It is highlighted in blue.

@ Note

Y ou can click on the arrow to the right of the job to view status information about the job.

2. If you chose Start Now asthe I nitial statein the first wizard window, the migration starts.
Otherwise,click the Start button on the Data M anagement tab. Asthe job progresses, its status will
appear in the job information.

Y ou then have the following options on the Action drop-down list (top or bottom of the panel):

» Abort — Completely stops the data management job (you cannot re-start the job). Y ou will need to choose
Dismiss to remove the job from the list.

Pause — Continues mirroring data already transferred, but stops transferring data. Choose Action > Start to
continue a paused job from where it paused.

Stop — Stops transferring and mirroring data. Choose Action > Start to restart a stopped job from the
beginning.

Rever se — Swaps the source and destination exports, while continuing to keep them in sync. In other words,
the “authoritative” copy is switched.

Transition — Finishes the migration in a current FlashMirror job, and then halts mirroring (transitions from a
FlashMirror job to a FlashMove jaob).

In addition, you can click on the Dismiss button to remove a stopped, aborted, or completed job from the list.
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Chapter 9. Monitoring the Cluster (Dashboard Tab)

Use the Dashboar d tab to monitor how well a cluster is operating, and for problems. Situations that need
attention are displayed as conditions and alerts.

' Important
e Avere recommends that you check the Dashboar d tab at least daily and investigate any red
system errors or yellow aerts. For more information, refer to Section 9.3, “Monitoring Conditions
and Alerts’ on page 137.
9.1. Overview of the Dashboard

The Dashboard tab is divided into the following sections:

BELLINETGI Settings | Analytics | Data Management = Support | |igo Cluster

Microseconds per Operation Cluster Wide - Latency

280,000,000
240,000,000
200,000,000
160,000,000
120,000,000
80,000,000
40,000,000
[i]
Jan 30, 2014 5:48 pm Jan 30, 2014 5:52 pm
¥ Chart Controls
Stats | Latency 2] Source | Gluster Wide v Period | Last 5 Minutes :]
# Client-facing Latency # NFS Filer Latency # Cloud Filer Latency
Cluster Wide Comparisen Data
|| Client-facing Latency || NFS Filer Latency || Cloud Filer Latency
View Dataset @ Auto-refresh chart
Conditions (10) Alerts (87) V3ervers (2) Caore Filers (13) Nodes (3) Clients Haot Files
Client Facing IPs
global up Online 10.1.22.201 - 10.1.22.202 Global bullfreg
vserveri up Online 10.1.22.199 - 10.1.22.200 Simple: python
¥ Cluster Activity Limit to category [ <all 0 )
Pocess —[strod At st Upaae Poges sas [acten
Na recent activities.

* Inthe center, the performance graph displays system performance by user-selected criteria, as described in
Section 9.2, “Viewing System Performance” on page 134.
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@ Note

The Advanced Statistics grapher has been superseded by the standard Avere Control Panel
Dashboard. If you have questions about transitioning from the Advanced Statistics grapher to
the Dashboard, contact Avere Global Services.

» Under the performance graph, the status bar provides easy accessto information about the cluster. It
includes the following tabs, described later in this chapter:

Conditions— Current system errors and aerts that are affecting the operation of the cluster.
Alerts—A list of resolved system alerts and notifications.

VServers—A list of virtual servers (vservers), including each virtual server’s name, operationa state,
administrative state, client-facing |P addresses, type of namespace (simple or global), and core filers
associated with it.

CoreFilers—A list of corefilers, including each core filer’ sinternal name, operational state, network
name, number and age of modified files not yet written back to it, and vservers associated with it.
Nodes — The nodes contained in the cluster, including each node’ s name, state, client-facing | P addresses,
current CPU usage, and performance summary.

Clients — User-selectable information about clients using the cluster.

Hot Files — User-selectable information about the most active files on the cluster.

* Click the triangle to the immediate left of the Cluster Activity label at the bottom of the Dashboar d tab.
Thiswill expand the bar to show the following current and recent cluster-wide activities.

Process name

Time at which the process started
Last update time for the process
Progress for the activity, if available
Current process status

Action to take, if applicable

Choose <al | > from the the Limit to category drop-down list to display all current and recent activities, or
choose<i n progr ess> todisplay only current activities.

9.2. Viewing System Performance

134

Y ou can view the performance of the FXT system by setting what is displayed on the Dashboard’ s graph. For
more information on graphs, refer to Chapter 10, Using Graphs (Analytics Tab) on page 151.

To expose the chart controls, click the triangle to the immediate left of the Chart Controls.

» The Auto-refresh chart checkbox is enabled by default to automatically refresh the display. Y ou can
disable and re-enable it at will.

» Optionally, select different colors for one or more displayed statistics by clicking the colored square next to
the statistic’slisting in the Chart Controls area and selecting a new color from the color grid. To keep the
same color, click the statistic’ s original colored square again.
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9.2.1. Choosing the Statistics to be Displayed
[]  Tosetwhat statistics will be shown on the performance graph:

1. From the Stats drop-down list, choose the type of statistics you want to include on the graph. Choices
include:

» Ops/Second for the number operations the selected source (cluster, vserver, node, or corefiler) is
making each second. The options for this selection arelisted in Section 9.2.1.1, “Graphing Options for
Ops/Sec” on page 135.

« Throughput for throughput.The options for this selection are listed in Section 9.2.1.2, “ Graphing
Options for Throughput” on page 136.

» Latency for latency. The options for this selection are listed in Section 9.2.1.3, “ Graphing Options for
Latency” on page 137.

2. From the Period drop-down list, choose the time period over which to display statistics. Choices range
from the last five minutes to the last seven days, with a Date/Time option that allows you to set a
customized time period.

3. From the Sour ce drop-down list, choose the source of the statistics you want to include on the graph.
Choicesinclude:

» Cluster Wide for combined statistics for all vservers, corefilers, and nodes in the cluster.
* VServers> vserver# for statistics from the selected virtual server.

* CoreFiler > corefiler# for statistics from the selected corefiler.

* Nodes > node_nane for statistics from the selected node.

4. Check Auto-refresh chart to automatically update the graph. Graphs will update every 30 seconds for
users with read-only access to the Avere Control Panel, and every 10 seconds for users with read/write
access.

9.2.1.1. Graphing Options for Ops/Sec

¥ Chart Controls

Stats [ Ops/ Second ) Source | Cluster Wide ¥ Period | Last 5 Minutes 3|

@I Client Ops @I Sync Core Filer Ops @I Async Core Filer Ops
@I Data Management Ops

Cluster Wide Comparison Data
Client Ops Sync Core Filer Ops Async Core Filer Ops

Data Management Ops

View Datasat @I Auto-refresh chart

When you select Ops/Sec, you can enable or disable the display of the following statistics on the graph:
» Client Opsfor total operations exchanged between clients and the Avere cluster

» Sync CoreFiler Opsfor synchronous operations from the cluster to the corefiler

» Async CoreFiler Opsfor asynchronous operations from the cluster to the core filer

If you are viewing statistics from a source other than the cluster, and want to compare the current source’s
statistics to cluster-wide statistics, you can enable or disable the same statistics by using the checkboxes under
the Cluster Wide Comparison Data heading.
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9.2.1.2. Graphing Options for Throughput

¥ Chart Controls

Stats | Throughput ) Source | Cluster Wide ¥ Period | Last 5 Minutes 3|
[ Client Read ¥ Read-ahead  Fill fram Care Filer
¥ Node-ta-nade Fil ¥ Node-to-node Write ™ Client Write
@I Sync Write to Core Filer .@I Async Write to Core Filer @I Data Management Head

. @I Data Management Write

Cluster Wide Comparison Data

 Client Read Aead-ahead [+ Fill fram Care Filer
@I MNeode-to-node Fill Node-to-node Write Client Write
Sync Write to Core Filer Async Write to Core Filer Data Management Head

Data Management Write

View Dataset E‘] Aute-refresh chart

Throughput statistics tell you how well communication is flowing between clients, the cluster, and the core
filers.

Workstations

. W Public Object ’
_‘-
Comput m
ompute Private Object

Farm

Legacy NAS (local & remote)

Choose Throughput to graph any of the following statistics:
» Client Read — READ operations from clients to the cluster.

» Read-ahead — Read-ahead operations from clients to the cluster. These operations occur when clients
request access to data that will is not currently on the cluster, and the cluster needs to then retrieve the data
from the core filer. Requesting data ahead of time speeds up access.

* Fill from Core Filer — READ operations from the cluster to the core filer. These operations occur when
clients request access to data that is not currently on the FXT Series cluster.

» Node-to-node Fill — Cluster READ operations among nodes in the cluster. These operations distribute file
information across the cluster for load balancing and optimal performance.

* Client Write—WRITE operations from clients to the cluster.

* Sync Writeto Core Filer — Synchronous WRITE operations from the cluster to the core filer. These
operations occur when clients change data and the cache policy is set to Read, as discussed in Chapter 6,
Setting the Cache Policy on page 95. The cluster sends write operations directly to the corefiler.
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* Async Writeto Core Filer — Asynchronous WRITE operations from the cluster to the core filer. These
operations occur when the cache policy is set to Read/Write, as discussed in Chapter 6, Setting the Cache
Policy on page 95.

If you are viewing statistics from a source other than the cluster, and want to compare the current source’s
statistics to cluster-wide statistics, you can enable or disable the same statistics by using the checkboxes under
the Cluster Wide Comparison Data heading.

9.2.1.3. Graphing Options for Latency

¥ Chart Controls

Stats | Latency 2] Source | Cluster Wide - Period | Last 5 Minutes 3|

@I Client-facing Latency @I NFS Filer Latency @I Cloud Filer Latency

Cluster Wide Comparison Data
Client-facing Latency MNFS Filer Latency Cloud Filer Latency

View Dataset EI Aute-refresh chart

Throughput statistics tell you how quickly the clients, the cluster, and the core filers are communicating.
Choose L atency to graph any of the following statistics:

» Client-facing L atency — Latency between clients and the cluster.

» CoreFiler Latency — Latency between the cluster and the core filer.

If you are viewing statistics from a source other than the cluster, and want to compare the current source’s
statistics to cluster-wide statistics, you can enable or disable the same statistics by using the checkboxes under
the Cluster Wide Comparison Data heading.

9.2.2. Downloading Statistics Data

Y ou can view and download the currently displayed set of statistics in comma-separated values (CSV) format.
Click Download Dataset at the bottom of the Chart Controls area, and a separate browser window or tab
opens with the CSV-formatted statistics displayed in text. Use your browser’s “ Save As’ function to save the
statistics to a separate file.

9.3. Monitoring Conditions and Alerts

Conditions and alerts are displayed in the Avere Control Panel to give you information about unusual behavior
in the cluster, including the severity of the naotification, the time of the notification, and a description of the
condition or alert, with suggestions for corrective action when available.

Analert isatransient and self-limited situation, often a one-time occurrence. An example of an aertisa
software-image upgrade. An aert will remain visible until it is dismissed.

A condition is a situation that will probably require some action on the part of the cluster administrator.
Conditions can be hidden from the display, but not dismissed (removed).

Conditions and alerts can be one of three levels of severity:

* Informational. This has no color coding.
Conditions (1) Alerts (0) VServers (2) | Core Filers (13) | Nodes (1) Clients Hot Files

E‘I 2012M10/03_13:37:19 The active cluster software image is transitioning from Avere0S_V3.0.0.1-ab1ff63-cc to Avere0S_V3.0.0.1-
1deali1d.
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» A systemerror, color-coded red, indicates that the cluster cannot serve some or al data. An example of a
system error isloss of communication with one of the nodes in the cluster.

When a system error occurs, aimage is displayed at the top of the Dashboard, and information about the
error is displayed on either the Conditions or Alertstab.

[l Alers (28) Vservers (1) | Gore Filers (13) |  Nodes (1) Hot Files

Show Hidden (0) [ Hide All Occurmences Manage Hidden

| ] ] 2012M10/03_13:50:44 The node vantaudi3 currently is not ready to serve data for one or more vservers. Some client interfaces might be
affected.

more details]

» A performance notification, color-coded yellow, indicates that performance, data access, or both are
possibly degraded. An example of an aert isthe temporary suspension of virtual-server (vserver) access
while the cluster automatically rebalancesits virtual interfaces (vifs).

When a performance notification occurs, aimage is displayed at the top of the Dashboard, and information
about the error is displayed on either the Conditions or Alertstab.

A ALERT Chck for Details

Conditions (1) T aE0] VServers (1) | Core Filers (13)| Modes (1) Clients Hat Files

Dismiss Select all Deselect all Alert History Manage Auto Dismiss

] [ 201210/01_15:49:24 The Filesystem Service on node vantaudi3 has been restarted.
[more details

9.3.1. Managing Conditions
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When a condition occurs, the Avere Control Panel provides detailed information under the Conditions tab on
the Dashboard’ s status bar. This information allows you to decide what, if anything, to do about the condition.
In most cases, conditions that require action provide suggestions in the description text. If you need help to
understand the message or resolve the issue, contact Avere Global Services.
Conditions (1) Alers (28) VServers (1) | Core Filers (13) | Modes (1) Clients Hot Files
Show Hidden (D) Hide Hide All Occurrences Manage Hidden

] [ 2012M0/03_13:50:44 The node vantaudi3 currenily is not ready 1o serve data for one or more vservers. Some client interfaces might be
affected.

more details]

Unlike alerts, conditions cannot be simply dismissed; they must resolve themselves or be resolved by an
administrator before they are removed from the list of active conditions. They can, however, be hidden, so that
older persistent conditions will no longer be listed on the main tab.
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9.3.1.1. Hiding Conditions

O

To hide one or more conditions, do one of the following:

* Click on the checkbox to the left of the condition time and choose Hide. Any selected conditions will no
longer be displayed on the Conditions tab.

» Choose Hide All Occurrences. All active conditions will be removed from the Conditions tab.

To display hidden conditions, choose Manage Hidden. Y ou will be taken to the same page that allows you to
change automatic dismissal of aerts, described in Section 9.3.3, “Unhiding Conditions and Canceling Auto-
Dismiss’ on page 141.

9.3.1.2. Clearing Conditions

O

Caution

. In general, conditions will provide you with valuable information about your cluster’s
performance. Y ou should only clear unresolved conditionsin very limited cases.

To clear al conditions:

1. Navigate to the Settings > Administration > System M aintenance page.

2. Inthe Monitoring area, choose Clear all conditions.

9.3.1.3. Condition Examples

The following example shows a condition that automatically cleared; no intervention is needed:

2009/ 07/09_12:29: 12 Cleared alert: A tokenngr on node averel is currently
initializing. It is common for a subset of the data in
the cluster to be inaccessible during this tine
(t okenngr =b17323f 4- a3f 4- 4dac- acac- 30c589e6814e) .

2009/ 07/ 09_12: 29: 06 A tokennmgr on node averel is currently initializing.
It is common for a subset of the data in the cluster
to be inaccessible during this tine
(t okenngr =b17323f 4- a3f 4- 4dac- acac- 30c589e6814e) .

The following example is a condition that, if it persists, requires administrative investigation and possible
intervention:

2009/ 07/ 06_17: 44: 43 The cluster vifs are being rebal anced. All
servers will be suspended until the rebal ance has
conpl et ed.

The following example is a system error that cannot be resolved without intervention, possibly including
assistance from Avere Global Services:

2009/ 07/ 07_16: 39: 36 The node avere2 could not be initialized. The NVRAM
header is invalid.
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9.3.2. Managing Alerts

Alertsare listed in chronological order, the most recent alert at the top of the list, under the Alertstab of the
Dashboard’ s status bar. Alerts that have occurred since you last viewed the Alerts tab are highlighted by bold
font.

Conditions (1) Aleris (28) VServers (1) Core Filers (13)  Modes (1) Clients Hot Files

soecta aisory | | arago Ao Do

O[] 2012M0/01_15:48:24 The Filesystemn Service on node vantaudi3 has been restaned.
[maore datails

You can remove aerts from the active list; if, for example, you resolve an aert or determine that itsimpact is
not significant, you can remove it from the list and concentrate on the remaining alerts.

9.3.2.1. Dismissing Active Alerts

O

To remove an alert from the list of active alerts, select the alert’ s checkbox and click the Dismiss button.

The checkbox is replaced with the message di sni ssed for afew seconds, then the display refreshes with the
dismissed alert removed. The Select all and Deselect all buttons enable you to select or deselect al aertson
the list.

9.3.2.2. Auto Dismiss
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Cluster activity often generates alerts that can be unimportant to your situation. The Avere Control Panel
allows you to identify alerts that you want to dismiss automatically, although they will still appear in the Alert
History.

To mark similar alerts for auto-dismissal:
1. Check the alert that you don’t want to have displayed again.
2. From the Alertstab, choose Auto Dismiss.

An “Auto Dismiss’” window appears.

Dismiss Following Alerts and Any Matching Occurrences

« The cluster images have been updated. The active image is XXX,

3. Choose Auto Dismiss to automatically dismiss similar alerts, or choose Cancel to not take this action.

To remove aert types from auto-dismissal, choose M anage Auto Dismiss. Y ou will be taken to the same page
that allows you to unhide conditions, described in Section 9.3.3, “Unhiding Conditions and Canceling Auto-
Dismiss’ on page 141.
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9.3.3. Unhiding Conditions and Canceling Auto-Dismiss
[] Todisplay hidden conditions, or to cancel auto-dismissal of aerts:

1. Do oneof thefollowing:
« From the Conditions tab, choose M anage Hidden.
» Fromthe Alertstab, choose M anage Auto Dismiss.

Y ou will be taken to Hidden Alerts on the Settings tab, where you can select individual conditions and
alerts.

Dashboard QEfZMGWEMN Analytics | Data Management | Support | Ligo Cluster
Manage Hidden Conditions and Auto-Dismissed Alerts

I

|| The lecal directories feature is currently enabled and there are only two  condition  2014/01/28 11:25:28
Administration = nodes in the cluster. If one of the nodes is lost, while the other is not
able to service local directory operations, the local directories state

System Maintenance i .
could become inconsistent and data could be lost. Add another node to

Software Update the cluster to prevent this possible failure.
Users || High Availability (HA) is enabled in a two node cluster. Cluster condition | 2014/01/28 11:25:2%
Hidden Alerts operations and data access will be disrupted if another failure occurs.

Add ancther node to the cluster, or configure a core filer for use with
H <a href="/fxt'ha.php"=here<'as.

| DeselectAl | | SelectAl | | Unhide/Stop Auto-Dismissing

2. Select any of the conditions or aerts you want to remove from the Description list.

3. Choose Unhide/Stop Auto Dismissing. Selected conditions will now appear on the Conditions tab, and

selected alerts will no longer be automatically dismissed.

Unhiding Conditions and Canceling Auto-Dismiss
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9.3.4. Viewing Condition and Alert History
[] Toview alist of resolved and dismissed conditions and alerts, choose Alert History from the Alerts tab.

You are taken to the Alert History page.

Conditions are kept on the Alert History page until they are resolved; alerts are retained until the history buffer
isfilled, at which point the oldest alerts are purged to make room for new conditions and alerts. The number of
conditions and alerts the history buffer can hold varies by type, length, and other factors.

BELN GG Settings | Analytics | Data Management | Support

Alert History

2012M0/03_15:24:19 Cleared alert: A Cluster Data Manager on node L1 is currently initializing. It is common for a subset of
the data in the cluster to be Inaccessible during this time.
more detalls]

B 201210/03_15:24:17 A Cluster Data Manager on node L1 is currently initializing. It is commeon for a subset of the data in the
cluster to be Inaccessible during this time.
morne details

2012M0/03_15:24:07 Cleared alert: The active cluster software image Is transitioning from Avere0S V3.0.0.1-1deal1d to
Averc0S_V3.0.0.1-1dealid.

2012M0/03_15:24:04 Cleared alert: The server global on nede L1 is initializing. Access is suspended for this node.
B 2012110/03_15:23:58 The server vserver! on node L1 is initializing. Access is suspended for this node.
2012M0/03_15:23:56 Cleared alert: The node L1 Is not currently serving data because the log Is replaying.
B 2012/10/03_15:23:50 The node L1 is not currently serving data because the log Is replaying.

2012M0/03_15:23:28 Cleared alert: Unable to validate cluster DNS server settings.
more detalls]

O 201210/03_15:23:27 Unable to validate cluster DNS server settings.
more detalls]

201210/03_15:23:26 The cluster images have been updated. The active image is Avere0S_V3.0.0.1-1deal1d; the alternate image is
Avere0S5_V3.0.0.1-1dealid.

201210/03_15:2012 The active cluster software image is transitioning from Avere0S_V3.0.0.1-1deal1d to AvereDS_V3.0.0.1-1dealid.

If acondition or dert islisted as a Cleared alert, the cluster automatically resolved the condition or alert and
removed it from the list of active conditions and alerts. A cleared alert often negates a previous red or yellow
condition.

[] Useyour browser’s Back button to return to the Dashboard.
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9.4. VServers Tab

Conditions (0) Alerts (2) VTl Core Filers (3) Nodes (1) Cliznts Hot Files
+ | Admin State + | Client Facing IPs
global up Online 10.1.22.201 - 10.1.22.202 Global tholr No
vserveri up Online 10.1.22.199 - 10.1.22.200 Simple grape No

Information about vserversis available from the V Server stab in the status bar on the Dashboard. When you
click the tab, the Dashboard displays the following information for each vserver:

Name — The name of each vserver. Y ou can click on the name and go to the Vserver Details page on the
Settings tab, further described in Section 4.2.2, “ Configuring and Modifying a Virtual Server (V Server
Details Page)” on page 79.

Operation State — Whether the virtual server isup or down.

Admin state — The administrative state of the virtual server, any of the following:

« online: The vserver is available to the cluster.

* removing: The vserver isin the process of being removed from the cluster.

« removed: The vserver was previously recognized by the cluster, but has been removed from the cluster
configuration.

» suspended: The vserver is not available to the cluster, but is till recognized by the cluster.

 flushing: The vserver istransferring information from the cache to a core filer.

Client Facing | Ps— The I P address range available to the client machines from that vserver.

Namespace — The type of namespace (simple or global). For more information on namespaces, refer to
Section 4.3, “ Creating and Maintaining a Global Namespace” on page 83.

CoreFiler —corefiler associated with the vserver. Y ou can click on the name of the corefiler, and go to the
Settings > Core Filer > Name page, further described in Section 3.4, “Maintaining Core Filers’ on page 70.

Refer to Section 2.7, “High Availability” on page 37 and Section 4.1, “Virtual Servers and
Namespaces’ on page 75 for more information about vservers.

VServers Tab
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9.5. Core Filers Tab

Conditions (0) Merts (3) vBervers (2) ettt ol  Nodes (1) Clients Hot Files

- Verification: 30 secs

Bead-Write
Writeback: 12 hrs

Ne grape - vserveri

Bead

Mo thar.com . global

Information about core filersis available from the Cor e Filerstab in the status bar on the Dashboard. When
you click the tab, the Dashboard displays the following information for each corefiler:
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Name — The name of each corefiler. Y ou can click on the name of the corefiler to go to the corefiler's
CoreFiler Details page on the Settings tab, further described in Chapter 2, Configuring the Cluster
(Settings Tab | Cluster) on page 11.

Admin State — The administrative state of the corefiler, any of the following:

« online: The corefiler is available to the cluster.

« removing: The corefiler isin the process of being removed from the cluster.

» removed: The core filer was previously recognized by the cluster, but has been removed from the cluster
configuration.

« invalidating: The corefiler isremoving all data from the cache.

« suspended: The corefiler is not available to the cluster, but is still recognized by the cluster.

« flushing: The cluster is transferring information from the cache to the corefiler.

Cache Policy — The cache policy associated with each corefiler. You can click on the policy link to go to
the corefiler's Cache Policy page, further described in Chapter 6, Setting the Cache Policy on page 95.

Local Dirs—Whether or not the cluster can create directories on the core filer. Thisis defined in the Cache
Policy page on the Settings tab, further described in Chapter 6, Setting the Cache Policy on page 95. L ocal
Dirs must be enabled for FlashMove and FlashMirror operations. For more information, refer to Chapter 8,
Moving and Mirroring Data on Core Filers (Data Management Tab) on page 125.

Network Name — The host name or the | P address of the corefiler.

Maodified Files— Number and age of files not yet written back to the core filer. These operations occur when
the cache policy is set to Read/Write, as discussed in Chapter 6, Setting the Cache Policy on page 95.

Vservers— Any vservers associated with the core filer (there will be a minimum of one). Y ou can click on
the name of the vserver to go to the VServer Details page, further described in Section 4.2.2, “ Configuring
and Modifying a Virtual Server (VServer Details Page)” on page 79.
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9.6. Nodes Tab

Conditions (0) Alerts (2) VServers (2) | Core Filers (2) G0 Clients Het Files

wvserveri:10.1.22.185
T T up vserver1:10.1.22.200 16% Instant: O ops/sec; 100% hit rate; 0 ms latency.
= 23h 17m global:10.1.22.201 1m avg: 0 ops/sec; 100% hit rate; 0 ms latancy.
global:10.1.22.202

Currently connected to node L1

When you select the Nodes tab, the Dashboard displays the following information for each node in the cluster:

» Name— You can click on the name and go directly to the detailed information page, which isthe same one
you would display from the Settings tab. For more information on managing nodes, refer to Section 2.2,
“Managing FXT Nodes’ on page 16.

» Model — The type of hardware that is running on the node, generally an FXT type node.
» State—Whether the node is up, and how long it has been running.

» Client IPs—Client IP addresses currently located on the node.

» CPU - Approximate CPU usage, displayed as a percentage.

» Performance — Performance summary, at the exact moment, and averaged over the previous minute. These
numbers can provide information about whether the nodes are communicating properly within the cluster.
« Number of operations (read, write, metadata) per second.
« Percentage of client requests being serviced by the node and not forwarded to the corefiler.
¢ Latency, measured in milliseconds.

9.7. Clients Tab

Information about clients is available from the Clients tab in the status bar on the Dashboard. The Clientstab
initially displays information about NFS clients.
Conditions (0) Alerts [16) VServers (1) Core Filers (3) Nodes (2)

new_global

Avers Address

CIFS client node70B5 127.0.03 2ops
CIFS client node70B5 127.0.03 S5ops Infinity cps/sec
CIFS client node 7065 127.0.03 303 ops Infinity ops/sec

There are 3 hot clients.

By default, the client table automatically refreshes every 30 seconds. If you want to disable this behavior,
deselect the Auto-refresh checkbox on the Clients tab of the Dashboard’ s status bar. To re-enable automatic
refreshing, select the checkbox again.

@ Note

A hot client is a client that generates a disproportionately high amount of demand on the cluster
relative to other clients. To see information about hot clients, check Collect “Hot” Information
and then choose Hot Clients from the Show drop-down list.

Y ou can also enable hot client collection from the Settings > V Servers > Details page, as described in
Section 4.2.2.2, “Enabling Hot Client Collection” on page 80.
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From the Sour ce drop-down list, you can select the

. . Conditt  coryers
vserver, core filer, or node that is connected to the 5 S
client, and that you want information about. b vserver]
Core Filers
lg32.co.a global pseudo filesystem
There is 1 grape
thior
Nodes
LiGo
_From thg Show drop-down list, you can select VServers (2) | Core Flers(2) | Nodes (1)
information about the source. 7 Active Clienrs '

If you select thisfrom the You can choose from these options on the
Sour ce drop-down list: Show drop-down list:

Vserver Connection Information
Core Filer Connection Information

Hot Clients
CIFS Clients

s

And these information fieldsare
displayed underneath:

Vserver Active Clients, CIFS Clients

Vserver Connection Information

Hot Clients

Client Address
FXT Node
Avere Address
FXT Node
Client Address
Avere Address
Protocol
Connection Type
Client Address
FXT Node
Avere Address
Activity

Rate

CoreFiler Core Filer Connection Information

FXT Node
Client Address
Avere Address
Protocol
Connection Type

Node Active Clients

Vserver Connection Information

Core Filer Connection Information

Client Address
Vserver

Avere Address
Vserver

Client Address
Avere Address
Protocol
Connection Type
Client Address
Avere Address
Protocol
Connection Type

» Activity: Number of operations that have been done by the client in the last 30 seconds.
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* Avere Address: Avere IP address to which the client is connected. Generally (though not always), thiswill
also include the port.

* CIFSClients: The CIFS clients accessing the selected vserver.

» Client Address. The client machine’s |P address. Generally (though not always) thiswill also include the
port.

» Connection Type: File-system connection type

* FXT Node: Name of the FXT Series node to which the client is connected.

» CoreFiler: File-system connection type

* Protocol: IP protocol (TCP or UDP) used for the connection.

» Rate: Operations per second done by the client.

9.8. Hot Files Tab

A hot fileis afile that has a high number of operations (read, write, metadata, or a mix) relative to other files.

Information about hot files is available from the Hot Filestab in the status bar on the Dashboard.

Conditions (0) Alerts (18) VServers (1) Care Filers (3) Nodes (2) Cliznts Hot Files
seiect By IELIEY cCiusier-wideview B  Autc-refresh
Name Type FXT Node Ops/sac
thor.com:(MASSID:2 FSID:412316926016)/ DIR LiGe 23
thor.com:(MASSID:2 FSID:4123165926016)/deleteda REG LiGe =1
thor.com:(MASSID:2 FSID:412316526016)/deleteme REG LiGo =1

There are 3 hot files.

]  Toview information about hot files:

1. Select the Hot Filestab on the Dashboard’ s status bar.

2. From the Select By drop-down list, choose the measurement by which hot files are displayed:
¢ Ops: Thetotal operations per second performed on each file.
» Bytes Read/Written: The number of bytes read or written, per second, from each file.
e Dir Updates: The number of directory updates and other metadata operations performed on each file,
per second.

3. Optionally, select the Auto-refresh checkbox to update the display automatically.

4. Optionaly, select the Cluster-wide view checkbox to enable cluster-wide, as opposed to per-vserver, hot-
file tracking.
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9.9. Monitoring the Cluster from Outside the Avere OS

Y ou can check or be notified of cluster alerts without logging in to the Avere Control Panel by configuring the
Settings > Cluster > M onitoring page.
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Dashboard

General Setup

Administrative Network
Cluster Networks
FXT Nodes

High Awailability
Menitering
Schedules
Directory Services
Kerbaros

Login Services
Active Directory

O ptimization

IPMI

Support

Licenses

Cloud Credentials
VLAN

Administration

&

Il Analytics = Data Management | Support

LiGo_Cluster

Press the submit button 1o save and activate your changes.

Email Monitaring

Emalil Addresses

admin® my company .com

Create

Cluster services Network I

Modify Remove Test

Alert Categories 4 m

Mail server | mail.mycompany.com |

Mail-from address |a\rere_cl usteri@mycompany.com |

Include additional context [‘__'1

Logs

Syslog server |syslog.mycompany.com

| Test message

Enable SNMP o

¥ SNMP Features

SNMP contact |ave re_clusteri{@mycompany.com |

SNMP location [My Gompany's Data Center |

SNMP read-only community |pub|ic

SNMP trap host |monnoring.m'_.roompany.oom |

@ SNMP trap port |152

Revert || Submit |

Monitoring the Cluster from Outside the Avere OS



9.9.1. Sending Alerts Via Email

[] Toreceive email when critical alerts occur:

1. From the Monitoring page, choose Create. The Add New Alert Email Recipient(s) wizard starts.

Add New Alert Email Recipient(s) x

Email addresses |admin@mycompany.com

Choose Alert Categories

Cluster services Core filer
NF5/CIFS Directory services
Hardware MNetwork

ALL Alerts

Cancel Add Recipient
e

a. Inthe Email addressesfield, enter an email address, or a comma-separated list of email addresses, to
which emails are to be sent, within a given set of alert categories.

b. From the Choose alert categories area, select the types of alert that you want to have emailed, and
then click on Add Recipient. Y ou are returned to the Monitoring page.

2. IntheMail server field, enter the name or IP address of an SMTP server that the cluster can use to send
email.

3. IntheMail-from addressfield, enter the email address that will be included in the email’s From field.

4. If you want to test the email configuration, click the Send test email button. The cluster uses the provided
information to send a test message that includes the name of the Avere cluster and the FXT node that you
arelogged into.

5. Click the Submit button.
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9.9.2. Specifying a Syslog Server
Y ou can specify asyslog server to capture Avere alert messages. The syslog server must already exist.
1  Tospecify asyslog server:
1. Enter the IP address or URL of an existing syslog server in the Syslog server field.

2. If you want to test the connectivity between the cluster and the syslog server, click the Send test message
button. The cluster sends a test message to the syslog server.

3. Click the Submit button.

9.9.3. Configuring SNMP

Y ou can configure the cluster to emit Simple Network Management Protocol (SNMP) messages for use by
an SNMP monitor. Avere OS supports SNMPv1 and SNMPv2c. Avere's SNMP MIBs are available from the
Downloads section of the Support portal at https.//averesystems.force.com/support/login.

]  Toconfigure SNMP:
Select the Enable SNM P checkbox.

1.

2. Inthe SNMP contact field, enter a contact name for the cluster.
3. Inthe SNMP location field, enter the location of the cluster.
4

Inthe SNMP trap host field, enter the name or | P address of the SNMP monitor host (manager) to which
the cluster is to send SNMP trap notifications.

5. Inthe SNMP trap port field, enter the port number of the SNMP monitor host to which the cluster isto
send SNMP trap notifications.

6. Click the Submit button.
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Chapter 10. Using Graphs (Analytics Tab)

The Avere Control Panel’s Analytics tab allows you to obtain in-depth information about activity between
your storage network and the FXT Series cluster. Thereis additional graphing information in Section 9.2,

“Viewing System Performance” on page 134.

When you initialy click on the Analyticstab, the Avere Control Panel displays the following dynamic charts
by default:

Ops/Second — The total number of file operations per second, broken down by the number of operations
between clients and the cluster, the number of synchronous write operations from the cluster to the corefiler,
and the number of asynchronous write operations from the cluster to the client.

CoreFiler Throughput — Throughput operations from the cluster, including number of read-ahead
operations, number of read operations from the core filer, number of synchronous and asynchronous write
operations to the core filer, and number of file operations between the cluster’s constituent nodes.

CoreFiler Ops— Number of NFSv3 operations from the cluster to the core filer, broken down into tota
number of operations, number of read operations, and number of write operations.

Dashboard | Settings ENWEGMINCE Data Management | Support | LiGo Cluster

Dashboard Delete Graph Set New Graph Set Save Graph Set Load Graph Set Add New Graph Add Existing Graph
Latency v EditGraph Lock® 1
change titla
Scope: cluster  Data Source: Average Latency 1/31/2014 8:01:36 PM

Microseconds per Operation

L0 Ciert-facin

L rr
Bl | Coud Fler Latency
Ml | FS Fler Latency

1-3:3142314531 40 PM 1/31/2014 6:01:40 PM
“ L s

1243014 8:01:52 FM Rl Time

All of the charts have dynamic, real-time updating, at a standard update rate of once every five seconds.

L atency — Latency, in microseconds, for operations between clients and the cluster, and between the cluster
and the corefiler.
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10.1. Basic Graph Use

152

« Click the Changetitle link in the graph’ stitle bar

to change the graph’ stitle. When you have finished,
click Update to commit any changes.

Click the scope listed after the Scope link in the
graph’stitle bar to change the graph’ s scope;
selections include cluster (the default), an individual
node, an individual vserver, an individua mass, or
an individua client.

Click on apoint on the graph’sline or on a
histogram square to display detailed information
about that datapoint. Y ou can also view specific
data within the datapoint by clicking the Drill
Down button and sel ecting the data you want to see
(for example, the number of read requests from a
particular NFS client).

Click on any statistic listed in the graph’ s key to
display the minimum and maximum values recorded
for the statistic and, optionally, to view more
specific information.

Click the up-arrow on the right side of the title bar
to move the graph up in the currently displayed
graph set, and click the down-arrow to move it
down. Rearranging the graphs so that they are
adjacent can allow you to more easily compare
them.

Dashboard os.s craon sor

Latency —

Scope: cluster  Data Source: Average Latency

Latency

change tila

Scope: cluster  Data Scurce: Average Latency
Microseconds  \es Filer Latency %

Value: 1,432
Date: 2/3/2014 12:00:30 PM

Drill Down Remove NFS Filer Latency

R T pn

2/3/2014 11:59:30 AM

4

112712014 12:04.18 B\

Set Load Graph Set Add New Graph Add Existing Graph

¥ Edit Graph Lock @

2/3/2014 12:15:40 PM

— Drill Down OK

Client-facing Latency ®

Minimum in range: 0 at 2/3/2014 12:11:40 PM
Maximum in range: 0 at 2/3/2014 12:11:40 PM

A
A I

2/3/2014 12:16:50 PM

The dlider at the bottom enables you to scroll backwards and forwards through the graph’s history. Each
graph retains a maximum of one week’ sworth of data. Select the L ock checkbox to lock any graphsto each
other; that is, if you scroll one of the locked graphs, the otherswill scroll in tandem.

Click the Edit Graph link in the graph’ s title bar to modify how (or whether) the graph appears. This
includes the ability to customize the graph by adding and removing individual statistics, changing
colors, resetting the dataset, and more. Graph editing is described in Section 10.3.1, “Editing a

Graph” on page 155.
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10.2. Sample Graphs from the Analytics Tab

Cluster Throughput

Core Filer Throughput ¥ EditGraph 4%
change title
Scope: cluster  Data Source: FXT Throughput 2/3/2014 12:05:43 PM
Throughput
A0 KB - g‘;‘:‘,’;:’"" -
3BHE
] I;::’Manw
30 KB Data Management
B e
25 KB Bl Fil from Core Fler
Bl | Node-to-node Al
zKe Il Node-to-node Wite
15 KB ] ?:mmwm
10 KB
SHB
0B
2/3/2014 12:0710 PM 2/3/201412:0710 PM
<« 0>

VETIZ014 12:07:15 FM Real Time

Throughput for the full FXT Series cluster

A View of Operations Over a Short Time

NFS Ops YEditGraph 41
change titie
> Total > (Create)
Scope: 10.0.9.15(vserverd)  Data Source: NFSv3 OPs on Client Network 1/30/2011 1:06:52 PM
Operations
50
M| Create

) . u
0.0

1/30/2014 11:36:00 AM 1/30/2014 2:42:00 PM
< (D
9/23/2014 5:40:23 PM 1/30/2014 5:40:23 PM

A zoomed-in graph showing NFS Create operations across a short range of time
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A Comparison of Similar Operations at Two Different Time Periods

Client NFS Operations ¥ Edit Graph Locky
Scope: cluster  Data Source: NFSv3 OPs on Client Network V32014 2:14:36 PM
Operations
800,000 700,000
700,000 600,000
, 000
oo 500,000
500,000
400,000
400,000
300,000
300,000
200,000 200,000
100,000 100,000
0.0 0.0
1312014 2:20:00 PM 12014 4:16:00 PM  1/3/2014 4:14:00 PM 13/2014 6:18:00 PM

Two charts showing client NFS operations at different times

A Comparison of Different Operations Across the Same Time Period

FXT Throughput ¥ Edit Graph Lock@

Scope: chster  Data Source: FXT Throughput 143/2014 4:50:00 PM.

Asyne Wite to
B o e

B Giont Fead
W Giont Wrte

M fom Core Fler
W Nodeonode Fa

W3/2014 3:03:00 PM W3/2014 6:29:00 PM
Al (117 kg
FXT Ops/Sec update cancel ¥ Edit Graph Lock@
Scope: cluster  Data Source: FXT Operations 13/2014 ' 5:29:58 PM

Raync Core Fiec
- 0:,

. CiertOps
$ync Gore e
W o

1342014 3:03:00 PM 1342014 6:29:00 PM

« T ]>

Two charts showing different types of operations (throughput and operations per second) across the sametime
period
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Histogram Example

Client Network NFSv3 Latency Histogram ¥ Edit Graph

change title
Scope: cluster  Data Source: Client Network NFSv3 Latency Histogram 1/25/2014 11:43:17 PM
Microseconds per Operation

68,451,041
16,777,216 [H] | Lookup

524,288

0.0
1/25/2014 6:20:23 PM 1/26/2014 4:57:29 PM

Another Histogram

Read & Write Histogram ¥ Edit Graph
hange tie
> undefined >
Scope: cluster  Data Source: Client Network Throughput Write Histogram 1/26/2014 12:16:56 PM
Size
30,42 KB [ ——_———————— —— ——— — B
16.38 KB Read
a
28
648
o8
1/26/2014 8:18:24 AM 126/2014 5:30:34 PM

A histogram of read sizes from the client network

10.3. Working with Graphs

This section describes the interface for working with graphs on the Analytics tab.

10.3.1. Editing a Graph
Click the Edit Graph link in the graph’ stitle bar to perform any of the following operations:

* Reset the graph

» Deletethe graph

» Remove the graph from the currently displayed graph set

» Stack the graph with another graph

» Modify the graph’s data (that is, the statistics that feed into its display)
 Duplicate the graph

» Split the graph

 Switch from atranslucent fill to solid fill or vice versa

« Edit the colors used in the graph
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10.3.2. Adding a User-Defined Graph
[  Toadd auser-defined graph:

1. Click the Add New Graph from the top right-hand corner of the Analytics tab. The Avere Control Panel
displays the Add New Graph dialog box.

2. Inthedialog box, enter atitle for the new graph in the Title field.
3. From the Data Set drop-down list, choose an initial data set to populate the graph.

4. From the Scope drop-down list, choose the initial scope for the graph. The default scope is cluster.
Depending on the selected data set, the scope can also include individual cluster nodes, vservers, masses,
and clients.

5. Click insidethe Stats field and select one or more statistics that the graph isto display.

6. Inthe Date Range area, select the date range that you want the graph to display. Y ou can use the
dlider to specify a date range (time period) from any two points from one week ago to the current time.
Alternatively, select atime period from the Realtime drop-down list to specify that the graph isto display
information from the specified time (for example, 10 minutes ago) to the current time.

7. Click the Add Graph button. The Avere Control Panel displays the new graph at the top of the current
graph set.

10.3.3. Adding a Predefined Graph

Predefined graphs include the default graphs that come with the Avere OS as well as any previously created
user-defined graphs.

[] Toaddapredefined (existing) graph:

1. Click the Add Existing Graph button from the top right-hand corner of the Analytics tab. The Avere OS
displaysthe Load Graph dialog box.

2. Choose an existing graph from the drop-down list.

3. Click the Load Graph button. The Avere Control Panel displays the graph at the top of the current graph
Set.

10.3.4. Modifying an Existing Graph

1  Tomodify an existing graph, use the Edit Graph link as described in Section 10.1, “Basic Graph
Use” on page 152.

10.3.5. Working with Graph Sets
This section describes working with graph sets. A graph set is simply a grouping of graphs that appears on the

Dashboard at any given time.

10.3.5.1. Creating a New Graph Set

To create anew graph set, click the New Graph Set button at the top of the Avere Control Panel’s Analytics
tab, then add new graphs, existing graphs, or both as described in Section 10.3.2, “ Adding a User-Defined
Graph” on page 156 and Section 10.3.3, “Adding a Predefined Graph” on page 156, respectively.
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10.3.5.2. Saving a Graph Set
[] Tosaveagraph set:

1. Click the Save Graph Set button at the top of the Avere Control Panel’s Analyticstab. The Avere Control
Panel displaysthe Save Graph Set dialog box.

2. Enter aname for the new graph set in the Graph Set Titlefield.
3. Click the Save Graph Set button in the Save Graph Set dialog box.

10.3.5.3. Loading a Graph Set
[] Toload asaved graph set:

1. Click the Load Graph Set button at the top of the Avere Control Panel’s Analyticstab. The Avere
Control Panel displaysthe L oad Graph Set dialog box.

2. Choose agraph set to load from the L oad Graph Set dialog box’ s drop-down list.
3. Click the Load Graph Set button in the Load Graph Set dialog box.
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Chapter 11. Updating and System Maintenance (Settings |
Administration)

This section describes how you can update the Avere OS, and how to use the System Maintenance page. For
more information on the Hidden Alerts page, refer to Section 9.3.3, “Unhiding Conditions and Canceling
Auto-Dismiss’ on page 141.

11.1. Upgrading the Avere OS Software

@D Note

» All nodesin acluster must run the same software version.

» Downloading a new aternate image overwrites the previous aternate image, which cannot be
recovered.

[] Todownload anew aternate image:

1. Navigate to the Settings > Administration > Softwar e Update page.

Dashboard QN[ WE Analytics | Data Management | Support | |igo Cluster g

VEarver Software Update

Cluster Software Update Information
Cora Filer

Active image  Awvere0S_W3.1.1.1-03e8140 (2014/01/28_23:33)

Cluster
Alternate image Avere0S_¥3.1.1.1-5eb3f90

Administration (—] -
. Activate in high-availability
System Maintenance mode
Software Update Activate alternate image | | Cancel
Users
Hidden Alerts Download New Software Image

Download URAL |her Jidownload.averesystems.com/software/ |

URAL username |juser |

URAL password | ........... |

Downlead to alternate image location | | Cancel

Upload New Software Image From This Workstation

File to download | Choose File | No file chosen

Uplead to alternate image location

Update status

Activate Avere0S_V3.1.1.1-03e8140 complete

Node Software Update Status
noded Download of Avere0S V3.1.1.1-5eb3f80 complete
node 7065 Activate Avere0S_V3.1.1.1-03e8140 complete

2. If your cluster is using high-availability (HA), ensure that the Activate in high-availability mode
checkbox is selected.

3. Enter the URL of the new software image in the Download URL field.
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4.

If needed, enter a username for the download URL in the URL username field and the user’s password in
the URL password field.

Click the Download to alter nate image location button.

The download progress is shown in the Update status fields. This processincludesinitial download,
verification, and installation phases on the node on which the download isinitiated, and afina download
phase to all nodesin the cluster.

To run an aternate software image in a cluster, you must activate it. When you activate an alternate image, the
previously active image becomes the alternate image.

To activate an aternate image:

1

From the Settings > Administration > Software Update page, click the Activate alter nate image
button. the cluster restarts and the Avere Control Panel reports messages such asFai | ed to | oad
content: communi cation failureandData error. Thereisashortinterruptionin cluster
services while the cluster restarts.

When the cluster restarts, the browser is redirected to the Login page. Log in to the cluster as usual.

Click the Alertstab on the Avere Control Panel’s Dashboard tab’s status bar and ensure that
informational alerts indicate that the cluster images were updated.

Navigate to the Settings > Administration > Softwar e Update page. Verify the following:

» Theimage that was previoudly listed in the Active Image field is now listed in the Alter nate | mage
field

» The Update status and Softwar e Update Status fields indicate that the activation of the alternate
image is complete.

If you need to revert to the previous software image, click the Activate alter nate image button again. Y ou
cannot revert to the previous alternate image if you have aready downloaded a new alternate image.
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11.2. Using the System Maintenance Page

Caution

» When you first access this page, a message at the top of the page shows how many files on the

cluster have not yet been written (flushed) to the corefiler. To avoid potential dataloss, do not
perform any operations on the page until the message reads “ All files flushed.”

» Some of the controls on this page disrupt client access and can potentially cause data loss; use
them only at the direction of Avere Global Services.

] Toaccessthe Maintenance Oper ations page:

» Navigate to Settings > Administration > System Maintenance.

Here, you can perform the following actions, all of which disrupt client access to the cluster unless noted

otherwise.

Dashboard RGN Analytics | Data Management = Support LiGo_Cluster e

Core Filer (4]
Cluster (-]
Administration —]

System Maintenance
Software Update
Users

Hidden Alerts

Maimanarcs Oeratons

2 files to be flushed
Cluster Services
Perform operation in high-availability mode to aveid client access disruption.
Restart the services on every node in the cluster; no committed data will be lost.
Reboot every node in the cluster; no committed data will be lost.

Reboot the cluster as above, but force switch to the aternate software image
{Avere0S V3.1.1.1-5eb3190).

Safely power down all nodes in the cluster. User data in the cluster will be retained.
Redistribute directory managers across the cluster.

Clear all active conditions.

Access

Stop accepting access requests from client systems. Suspension is a prereguisite to
invalidating cached data or erasing the cluster.

Start allowing access from client systems after suspend.

Data - Warning! These operations may cause loss of data,

Discard all cached data in the cluster, potentially including changed data from clients.

Reset the FXT nodes, but retain or madify the current configuration. Erase all cached
data.

Reset the FXT nodes to unconfigured factory condition. Erase all cached data and the
current configuration,

Reset the FXT nodes to unconfigured factory condition, then zero out all drives. Erase
all cached data and the current configuration.

Currently connected to node node7065.

o

| Restart cluster

| Reboot cluster

| Reboot alernate

| Power down cluster

| Rebalance directory managers |

| Clear all conditions

| Suspend access

| Unsuspend access

Invalidate cache

After reset:
Reconfigure with the currer‘t|

Reconfigure with modification |

After reset:

Reboot cluster

Power down cluster

After reset and zeroing:

Reboot cluster

Power down cluster

Using the System Maintenance Page
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11.2.1. Cluster Services (Restarting)

If you have high availability enabled, you can select the Perform operation in high-availability
mode to avoid client access disruption checkbox. For more information, refer to Section 2.7, “High
Availability” on page 37.

Restart cluster — Restart services on every nodein the cluster.

Restarting cluster servicesis generally a safe operation. It temporarily disrupts client access but retains client
data.

Reboot cluster — Restart every node in the cluster.

Restarting the cluster is generally a safe operation. It temporarily disrupts client access but retains client
data.

Reboot alter nate — Restart the cluster to the installed alternate image.

Restarting the cluster with the alternate image is generally a safe operation. When you restart the cluster with
an alternate image, the node coordinating the restart process restarts the other nodes in the cluster in parallel
before restarting itself.

Power down cluster — Power down all nodesin the cluster.

Powering down the cluster is generally a safe operation. When a cluster is powered down, all client datais
written to FXT Series storage media but is not necessarily written to the core filer.

11.2.2. Monitoring (Statistics Collection)

Monitor stats— Start a statistics-collection process to upload for support analysis.

Collecting statistics is a safe operation, but it can slow overall cluster response time by consuming CPU
cycles.

Stop stats monitoring — Stop the statistics-collection process.

Clear all conditions— Removes all conditions from the Dashboard.

11.2.3. Client Access
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Suspend access — Suspend client access to the cluster.

Suspending client access to the cluster is generally a safe operation. Suspending access triggers each virtual
server to write client datarapidly to its core filer but does not guarantee that all datais written to the core
filer if you subsequently perform additional operations such as invalidating the cache. Suspending accessisa
prerequisite to invalidating the cache, erasing the cluster, and zeroing disks.

Unsuspend access — Re-enabl e client access to a suspended cluster.

Cluster Services (Restarting)



11.2.4. Data (Resetting Cache and Nodes)

* Invalidate cache — Discard all cached data in the cluster.

Warning

. Invalidating client datais an unsafe operation unless you are certain that all data has been
written to the corefilers. Invalidated data cannot be recovered from the cluster after this
operation is performed.

Before performing this operation, you must suspend client access to the cluster by clicking Suspend access.

» Deleteadl client data but retain or modify the cluster’ s configuration by clicking the Erase and reconfigure
cluster button.

Thisis an unsafe operation unless you are certain that all client data has been written to the corefilers.

[] Tochangeall or part of your cluster configuration:

1. Suspend client access to the cluster by clicking the Suspend access button.

2. When client accessis suspended, click the Erase and reconfigure cluster button. The Avere Control
Panel displays the Erase and Reconfigure page.

3. Make the desired changes on the Erase and Reconfigur e page. The page provides most of the same
fields and options asthe I nitial Setup page, described on Section 2.1, “ General Setup” on page 12. You
can specify new values for any or al of the fields on this page.

4. Click the Erase and reconfigur e button at the bottom of the page.

Note
This action resultsin al nodes except the primary node being removed from the cluster and
all configuration values for high availability and CIFS being deleted.

The Avere Control Panel displaysthe message Er ase and reconfigure cluster: Are you
sure?

5. Click the OK button.

6. The Avere Control Panel displaysthe message Pl ease wait a few nminutes for the
cluster to reboot, then re-add nodes on the C uster Setup page. All hodesin
the cluster restart.

7. When the cluster restarts, open the Avere Control Panel and go to the Cluster Setup page.
8. Perform the following steps to restore the cluster to its previous state:

a. Join the cluster’ s other nodes to the primary node either automatically, as described in Section 2.1.2,
“Allowing Unconfigured FXT Nodes Automatically Join the Cluster” on page 12, or manually, as
described in Section 2.2.4, “Node Details Page” on page 18.

b. If thecluster had an HA datarepository, reconfigure it. See Section 2.7.1, “ Specifying an HA Data
Repository” on page 38 for information.

c. If the cluster had high availability enabled, reenable it as described in Section 2.7, “High
Availability” on page 37.

d. If the cluster had CIFS enabled, reenable it as described in Chapter 7, Configuring CIFS
Access on page 107.
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9. Resume normal cluster operations.

11.2.5. Delete Data and Configuration
» Deletedl client dataand the cluster’ s configuration by clicking the Erase cluster button.

Thisis an unsafe operation unless you are certain that all client data has been written to the corefilers and
that you want to delete the cluster configuration. Neither invalidated client data nor client configuration
information can be restored after this operation is performed. After client configuration information is
deleted, the FXT Series nodes that constituted the cluster are no longer in communication and cannot serve
data unless they are configured into a new cluster.

Before performing this operation, you must suspend client access to the cluster by clicking the Suspend
access button.

@ Note

If you have configured CIFS access on a cluster whose configuration data you delete, the
cluster's Active Directory machine trust account (MTA) is retained on the Active Directory
server. You can manually delete the cluster's MTA from the Active Directory server; see the
Active Directory documentation for details.

» Deleteadl client data, delete the cluster’s configuration, and zero out the FXT Series nodes' data disks by
clicking the Erase cluster and zer o disks button.

Thisis an unsafe operation as described in the previous bullet. Additionally, al data on the nodes' disksis
overwritten with zeros, ensuring that no data can be retrieved from the disks.

Before performing this operation, you must suspend client access to the cluster by clicking the Suspend
access button.

@: Note

If you have configured CIFS access on a cluster whose configuration data you delete, the
cluster's Active Directory machine trust account (MTA) is retained on the Active Directory
server. You can manually delete the cluster's MTA from the Active Directory server; see the
Active Directory documentation for details.

@: Note

It takes approximately three hours to zero out the disks on an FXT Series node.

Important

L

After you initiate this operation, allow it to run until the Avere Control Panel becomes
unavailable. The Avere Control Panel does not currently provide a progress indicator on the
disk-zeroing operation. After the operation starts, the Avere Control Panel returns to the System
Maintenance page, and it appears that you can perform additional actions.
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11.3. Adding and Modifying Users

The Avere OS has a default administrative account, named admi n. Y ou can change the password for this

account, or add additonal users.

Permissions for users can be one of the following:

» Full Access— The user can change settings, see all pagesin the Avere Control Panel, create graphs, and

modify the cluster.

* Read-Only — The user can only view the Dashboard and Analyticstabs, and view hot files and hot clients

from the Dashboard.
To add or change user settings:

1. Navigate to the Settings > Administration

> User's page.

Dashboard

Settings

Clustar o admin Full Acc
Administration = nuser

Systemn Maintenance

Software Update Add New User
Users

Hidden Alerts

Analytics | Data Management

Read-only |

Support LiGo_Cluster .

e Y S

255 | Reamova | | Password

| | Pearmission |

Remove | | Pasgwond

| | Permiszion |

User Nama |juser

Permission | Full Access

User password | ...........

Confirm password | ...........

For anew user:

a. Enter the user’s name, select either Full Access or Read-only from the Per mission drop-down list,

and enter the password twice.

The Avere Control Panel masks the password as you enter it into the password fields.

b. Click Add User to add the user to the list.

» For an existing user, choose one of the following buttons from the Actions section:
* Remove—The Avere OS asks if you are sure you want to remove the user. Click OK to continue.

» Password — Fields for the new password appear. Enter the new password twice, and then choose

Change password.

* Permission — The Permission drop-down list appears. Select the permission you want to use, and

then choose Change per mission.

Adding and Modifying Users

165



166



Chapter 12. Troubleshooting and Getting Support

This section discusses troubleshooting scenarios and obtaining support for your cluster.
Y ou can manage support settings in two places.

» By navigating to the Settings > Cluster > Support page.
» From the Dashboard’ s Support tab, described in Section 12.3, “ Support Tab” on page 172.

12.1. Possible Troubleshooting Scenarios

I ssues you can encounter include but are not limited to the following. Suggestions for addressing the issues
are provided where applicable. If you cannot resolve the issue on your own, contact Avere Global Services as
described in Section 12.3, “ Support Tab” on page 172.

» The Avere Control Panel’s Dashboar d tab can indicate that the cluster cannot write data to the core filer at
the specified interval.

To address this problem, you can increase the value of the maximum writeback delay. Consider the criteria
listed in Section 6.2.2.1, “ Determining the Maximum Writeback Delay” on page 98 when adjusting this
value. You can aso evaluate whether the incoming load from the clients has increased or whether the
performance of the core filer has decreased.

* Clients can have problems reading or writing data. To address this problem, verify the following:

» Ensure that the network is functioning correctly and that all network connections are intact, as described
in the Quick Sart Guide.

« Ensurethat the corefiler is operating and available.
* Ensure that the clients are mounted to the correct location.

« Ensure that NFS exports are set and implemented correctly, as described in Section 2.6, “Managing
Exports (Settings Tab | V Server)” on page 32.

« If CIFS clients are encountering problems, ensure that the CIFS configuration is correct and shares are
available, as described in Chapter 7, Configuring CIFS Access on page 107.

« Ensure that any networking or client recommendations listed in the Release Notes are observed.

 Conditions and aerts can appear on the Dashboard tab. To address the problem, read the alert message and
try to determine the cause.

« If you are able to resolve an dert, select itslisting under the Alerts tab on the Dashboard tab's status bar
and click Dismiss checked alerts.

« If you cannot understand the message or resolve the cause, or if the alert is a condition that does not
resolve on its own, contact Avere Global Services.
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12.2. Configuring Support Settings

By configuring settings on the Avere Control Panel’s Support page you will be able to provide information
to Avere Global Servicesthat will allow them to provide a faster response in the event of an issue with the
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cluster.

To configure support settings:

1. Navigateto the Settings > Cluster > Support page.

Dashboard

el Analytics

Data Management = Support

LiGo_Cluster i

Caore Filer -

General Setup
Administrative Network
Cluster Networks
FXT Nodes

High Availability
Maonitoring
Schedules
Directory Services
Kerberos

Login Services
Active Directory
Optimization

1FMI

Support

Licenses

Cloud Credentials
VLAN

Administration

]

Support
¥ Customer Info

Customer 10 | LiGo

Upload info validated no | Revalidate upload information

Statistics Monitoring ||
Crash Information Upload [g
Enable Memory Debugging ||

General Information Uplead ||

Gather Rolling Trace Data ||

Trace Level |Ux‘|

Core save policy | Owverwrite oldest

+
'

¥ Secure Proactive Support (SPS)

Enable 8PS Link

SPS Upload Interval | 5 minutes 3

Enable Hemote Commands | |

Shipping Information

Contact Name |

Address1 [122 Avere Way

Address2 |

City |Pittsburgh

State [PA

d

P [os877

Country |L,ISA

Telephone [512-046-9854

¥ Support Package Update

Revert || Submit |

| Revert || Submit

Support package UAL | hitp:/download.averesystems.com/software

Furrant Gtatue SubDport packace versions: V3.1.1.l1-b0aa®lé

T N TN

Add a Custom Setting

Cautien: de not change custom settings except as advised by Avere Glebal Services personnel.

MName |c| uster.xdrAuthGroupsFont

Check |QC

Value |32

Mote |checking the fonts
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12.2.1. Customer Info

This area alows you to configure what information is saved about your use of the cluster, so that Avere Global
Services can use the information to help troubleshoot possible later problems.

* Inthe Customer 1D field, enter the customer ID provided by Avere Global Services or your Avere Systems
representative. Thisfield identifies your cluster for Avere Global Services.

« If the value of the Upload info validated field does not read yes, click the Revalidate upload information
button. These options verify verify whether the FXT cluster can properly upload information.

If the Upload info validated field still does not read yes, contact Avere Global Services for assistance.
Possible issues with upload information include firewalls, other network-security mechanisms, or amore
general network problem.

» Select one or more of the following items for monitoring by Avere Global Services. Y ou can discuss the
appropriate settings with your Avere Systems representative during the installation of the product and with
Avere Global Services when you are troubleshooting an issue.

e Statistics Monitoring — Avere Global Services often recommends that thisitem be enabled by default.
This option enables a nightly upload of a number of detailed statistics about the cluster, allowing Avere to
handle problems before they become serious.

« General Information Upload — Avere Global Services often recommends that this item be enabled
by default. This option enables the nightly upload of a cluster-wide snapshot, including log files,
configuration information, and other historical cluster data.

e Crash Information Upload — Avere Global Services generally recommends that this item be enabled
only during troubleshooting. This option sends Avere Global Services notifications of process core files,
with pertinent information surrounding the event

» Gather Ralling Trace Data — Avere Global Services generally recommends that this item be enabled
only during troubleshooting. This option enables the gathering of various levels of timing trace (based on
Trace Level), collected in arolling 24-hour buffer.

* Enable Memory Debugging — Avere Global Services generally recommends that thisitem be enabled
only during troubleshooting. This option provides a much deeper level of cluster-wide memory use than
other monitoring options.

* If you areinstructed to do so by Avere Globa Services, enter avalueinthe Trace Level field. Thisfieldis
generally used only during troubleshooting. Avere Global Serviceswill provide you with the appropriate
value to enter if tracing is required.

» Click the Save button to save the information entered into the Customer | nfo section.

Choose avalue from the Cor e save policy drop-down list. This area determines how core files are saved.
The core files can be examined by Avere Global Services for more information about problems during
troubleshooting. Possible values include the following:

» Overwrite oldest, the default value, overwrites the oldest core file when anew corefile is generated. This
selection enables only one corefileto exist at atime.

» Overwrite newest overwrites the most recent core file when anew corefile is generated. This selection
enables only one core fileto exist at atime.

» Use available space retains as many core files as possible before overwriting older files with newer files.

If you believe you need a value other than the default, ask Avere Global Services or your Avere Systems
representative. Values other than the default value are generally used only during troubleshooting.
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12.2.2. Secure Proactive Support (SPS)

SPS provides features for remote troubleshooting with minimal to no customer involvement. When you enable
SPS, the information entered here will be transmitted to Avere using a secure link, at each timeinterval, or
‘heartbeat’, that you set. SPS uses the same upload mechanism as the Customer I nfo statistics, so you do not
need to update. Information such as the following is sent to Avere:

* Summary statistics — those statistics collected by the Dashboard

* Any alertsor conditions

» The state and hardware configuration of the nodesin the cluster.

« Shipping information — the location and contact information any replacement hardware needed

To enable Secure Proactive Support:
1. Select the Enable SPSLink checkbox.

2. Select the SPS Upload I nterval from the drop-down list, anything from one minute to one day, or a
custom interval. If a“heartbeat” is not able to be sent at the interval, the information will be saved for the
next interval.

3. Select Enable Remote Commandsif you want Avere to be able to run alimited number of commands
onyour cluster, if the cluster software has determined this is reasonable, and asks Avere to run the
commands.

If 0, the cluster (at the site) will ask if there isacommand to run. In, will be executed by support people,
info will be saved in alog (who requested the action, the command executed, the result of the command,
the time of the command, and the reason for the command). This information will be encrypted at Avere.

4. Enter the Shipping I nformation for where any hardware should be shipped. Any alerts and conditions that
might indicate hardware failures will initiate a shipment, verified by Avere and the customer.

12.2.3. Support Package Update
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This area alows you to upload a new support package that might not have been included in amajor Avere
OSrelease, if you are instructed to do so by Avere Global Services. New support packages contain the latest
support tools.

To upload a new support package:

1. Obtain the URL of the new support package from Avere Global Services. Thiswill generally be e-mailed
to you.

Navigate to the Settings > Cluster > Support page/

3. Enter the URL in the Support package URL field.

4. Click the Update button.

N
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12.2.4. Custom Settings

Note
All information for the fieldsin this area must be provided by Avere Global Services.

Type the values for the Name, Check (checksum), and Value fields provided to you by Avere Global
Services.

Inthe Notefield, enter atext note for the setting. Y ou can provide your own note or leave this field blank
if Avere Global Services does not give you a specific string to enter.

Click the Submit Custom Setting button.
Verify that the settings appear correctly in the table below the Submit Custom Setting button.

@ Note

Custom Settings

Y ou can have multiple custom settings on your cluster, but all custom settings must be determined
and provided by Avere Global Services
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12.3. Support Tab

The Avere Control Panel’s Support tab is designed to assist your interactions with Avere Global Services. The
Support tab lists contact information via web, phone, and email and provides mechanisms for you to upload

information to Avere Global Services.

12.3.1. Contacting Avere Global Services

[]  Totroubleshoot an issue with Avere Global Services:

1. Click onthe Dashboard’s Support tab, and continue as directed by your Avere Global Services

representative.
Dashboard | Settings | Analytics = Data Management RESIILTG
Generate Support Information
Details

In case of product issues, please contact Avere Global
Services:

Via web: hitp./fwww. averasystems com/support
Via phone:
1-888-88-AVERE, Option 2 (Toll-Free)
1-412-635-7170, Option 2
Via email: support@averesystems.com

Cluster name  ronh_sim tw Cluster

Software version Golf-fddeZaf
Choose node Cluster Wide

Upload information  neo

Download current Belease Motes validated

Download the Daily Oparations Guide

Download current cluster configuration

Open the i-C Das . Support Status
ronh-sim-twz2 Mo support operations currently running
ronh-sim-te Mo support operations currently running
ronh-sim-tw3 Mo support operations currently running

General information upload

Choose gather mode | Normal support information

Comment

g

Upload information
Advanced information gathering
Choose gather made | Full packet capture (S0GB Ring buffer) 3]
Gather duration | 10 minutes z)
Capture filter | |
Comment
P
| startcollecting | | Stopcollecting |

2. Inthe Details section, choose the scope of troubleshooting information from the Choose node drop-down
list. Possible values include Cluster Wide (the default) or any individual nodein the cluster.

3. Inthe General information upload section, choose one of the following from the Choose gather mode

drop-down list:

« Normal support information (the default)
e Current statistic information

* Historical statistic information

« Minimal log collection
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» Data dump information
* Rolling trace information
e Current traceinformation

4. Click the Upload information button.

5. Inthe Advanced information gathering section, perform the following steps as directed by Avere Global
Services:

a. From the Choose gather mode drop-down list, choose one of the following options:

Directory Trace

Writeback Trace

Full packet capture (the default) — Gathers a packet capture on al cluster-wide or per-node
interfaces

Full packet capture (100M B Ring buffer) — Gathers a packet capture on all cluster-wide or per-
node interfaces that will not exceed 100 MBytes total.

Perfor mance infor mation — Provides detailed output on the performance of key system
components within the specified Gather Duration window.

Memory Debugging — Enable debug-level analysis for the FileSystem Service process.
Read/Write Trace

Stats gathering — Collects cluster-wide or per-node statistics in 30 second iterations for the time
period specified (based on Gather Duration selection).

Timing Trace

Trace/partial packet — Gathers aless verbose packet capture along with a designated level of
timing trace.

Trace

b. From the Gather Duration drop-down list, choose one of the following options:

Until manually stopped (the default)
Any of the options ranging from 1 minute to 30 minutes.

c. Click the Start collecting button to start collecting the specified information

6. If you selected Until manually stopped from the Gather Duration drop-down list, click the Stop
collecting button after an interval determined by you and Avere Global Services.

12.3.2. When to Contact Avere Global Services

Contact Avere Global Servicesif any of the following events occur:

* The cluster is unresponsive, unreachable, and/or not serving data.

» The Dashboard tab shows an aert or condition, either yellow or red, whose message you do not understand
or whose cause you cannot determine or remedy.

12.3.3. Multi-Cluster Dashboard

Customers with multiple Avere FXT clusters can view the status of each cluster from a single location. This
dashboard can run on any Avere OS 4.0 or newer FXT cluster. Clusters with Avere OS versions 3.0 and 3.2
may also be viewed. To access, navigate to the Support tab and click the Multi-Cluster Dashboard link in the

lower left.
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. A ALERT Ciick for Details

Multi-Cluster Dashboard
Add Modify Remove
Showing 1 to 3 of 3 entries Search:

Monitoring 4 Client A Client A Nodes A A | Actions
.m% TRrpughput ¥ OPls M TtalPancing Down ¥ fvers 08 Version 8
» | mooh sim fc Cluster(1) =~ UP Warning 3400
up |

Avere0S_V3.21.2.C8 L

Avere0OS_Golf-

¥ | fest OK s\ 00

04c6eB5
Cluster Details Dashboard Details
Cluster Name ronh_sim_tw_Cluster Monitor Admin Status ENABLED
Legin admin Menitor Connection
Status up

Maomt Address 10.1.10.169

Status Message .1.10. 4
Cluster Time Zone America/New York ag 10.1.10.169 connected

Cannection Latency

Severity of the most (secs) 3

urgent condition green

Severity of the most Seconds since last poll 4

urgent event green

Note

IS upaac s

ranhesim-tw3 up Activate Avere0S_Golf-04c6e85 complete

ronh-sim-wa up Activate Avere0S_Golf-04c6eds comolete
ronhesim-twi up Activate Avere0S_Golf-04c6eds comolete
AvereOS_Golf-
b IW up OK S 3/0/0 (4cEaBS -
Shawing 1 10 3 of 3 entries
Add Modify Remove

To add acluster to the dashboard:

1. Click the Add button.

2. Enter an optiona name. If not provided, the cluster name will be used.

3. Enter the Login Name and password of afull-access or read-only user for that cluster.
4. Enter the Management IP address for that cluster.

5. Click the Add Cluster button.

The Multi-Cluster Dashboard will contact the cluster. After confirming the login name and password, it will
poll the cluster for information every 20 seconds until disabled. The Multi-Cluster Display can be accessed
directly by bookmarking the page or by using the URL https://(Managementl P)/avere/mcd/multi-cluster.php

Thetriangle to the left of the cluster name expands or collapses cluster details. The “ severity” sections track
the last 20 Conditions and Alerts from each cluster. If the cluster’s state is Warning or Error, click the state to
display that cluster’s Conditions and Alerts. Conditions and Alerts will appear at the top of the page and can be
clicked for more details.

Click the cluster name to go to that cluster’slogin page. Clicking the Avere logo will take you to the login of
the cluster hosting the Multi-Cluster Display. Click column headingsto sort by that column. Use the Search
box to filter results.

Place the mouse cursor over any graph for statistics. Graphs display statistics for the last 10 minutes and cannot
be configured.

To modify acluster in the dashboard:

1. Click the Actions check box for the cluster on theright.

2. Click the M odify button.

3. Enter the modification information. To stop polling the remote cluster, change the Administrative Status to
Disabled. Disabled clusters will remain in the Multi-Cluster Dashboard. Notes may also be entered.

4. Click the Modify Cluster Entry button.

To remove a cluster from the dashboard:
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1. Click the Actions check box for the cluster on the right.
2. Click the Remove button.

12.3.4. Saving Cluster Configuration Data

Y ou can save a copy of the cluster’s basic configuration asan XML file. Thisis useful in the event that the
node fails catastrophically and must be reconstructed.

[] Tosaveacopy of the configuration file:

1. Navigate to the Avere Control Panel’s Support tab.
2. Click the Download current cluster configuration link.

Y our browser either downloads the file, named ar nconf i g. xm , to its standard download location or
prompts you for alocation on your local machine to which to save thefile.

3. Saveor copy thefileto awell-known location.

4. Optionaly copy thefileto aUSB memory stick.
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Appendix A. Core Filer-Specific Configuration Notes

This section provides information about specific configuration recommendations for several supported core
filers when used with the Avere system.

A.l. Configuring Export FSIDs for GNU Linux NFS Servers

Linux NFS servers automatically assign new filesystem IDs (FSIDs) to some or all of its NFS exports upon
events such as reboots, the addition of volumes, and general changes to the server topography. Changing the
FSID on an export whose data is served to clients through an FXT cluster can disrupt client access. To work
around thisissue, specify avalue for the FSID for each export in the server's/ et ¢/ expor t s file, as shown
i n bol dinthefollowing example:

/stable *(rw, no_root_squash, i nsecure, fsi d=8)
/export/1 *(rw, no_root_squash,insecure, fsid=1)
/export/2 *(rw, no_root_squash,insecure, fsid=2)
/export/3 *(rw, no_root_squash,insecure, fsid=3)
/ *(rw, no_root _squash, i nsecure, fsid=0)

Before editing the/ et c/ expor t s file, unmount al clients, include the FXT cluster, from any volume whose
FSID you plan to specify. Client access can be affected if the/ et ¢/ export s fileis edited while clients are
mounted to the NFS server.

After editing the/ et ¢/ expor t s file, restart the nfsd and mountd processes on the NFS server to put the
changes into effect.

For more information about the/ et c/ expor t s file'sformat and options, run the man 5 exports command
on your Linux server.
Note

 If LUNswere added added or changed on the core filer, FSIDs change regardless of previous
editstothe/ et c/ export s file

» Older Linux clients can have problems accessing GNS vservers. Contact Avere Global Services
for alist of clients known to have thisissue.

177



A.2. NetApp Data ONTAP 7G and Data ONTAP 8.0 7-Mode

This section lists notes for use with Data ONTAP systems.

A.2.1. Using Native CIFS Volumes for CIFS ACLs
Note the following when configuring CIFS shares with a Data ONTAP 7 core filer using native CIFS volumes:

The gtree security style must besettont f s.

Check the NetApp documentation for details about configuring NIS or LDAP for username resolution and
DNS for hostname resol ution.

Check the NetApp documentation for the exportfs command for details about export configuration. Exports
must be configured as follows:

« The Avere cluster must be able to access the exports for which ACLs are enabled by using the sys
security flavor.

« The NFS export rules must be configured to provide the Avere cluster with root access. Y ou can do this
onnt f s volumes by using the following command:

options cifs.nfs_root_ignore_acl on

A.2.2. Using NFSv4 for CIFS ACLs
Note the following when configuring CIFS shares with a Data ONTAP 7 core filer using NFSv4:
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The gtree security style must be set to uni x.

Check the NetApp documentation for details about configuring NI'S or LDAP for username resolution and
DNS for hostname resol ution.

Both NFSv4 and NFSv4 ACLs must be enabled by using the following commands:

options nfs.v4. enable on
options nfs.v4.acl.enable on

Check the NetApp documentation regarding the following setting:
options nfs.v4.id.domain

Note that the value of this setting must match the value of the NFS Domain field on the Directory Services
page, as discussed in Section 2.9.5, “ Specifying the Source for Usernames’ on page 51 and Section 7.8,
“Creating CIFS Shares’ on page 120.

Check the NetApp documentation for the exportfs command for details about export configuration. The
Avere cluster must be able to access the exports for which ACLs are enabled by using the sy s security
flavor.

For NFSv4, Data ONTAP requires OWNER@, GROUP@, and EVERY ONE@ ACEsin the default ACL
for proper operation.

NetApp Data ONTAP 7G and Data ONTAP 8.0 7-Mode



A.3. ZFS on OpenSolaris and Oracle Solaris
Note the following when configuring an FXT Series cluster with a ZFS (OpenSolaris or Solaris) core filer:

* For consistent connectivity, you must combine all of your FXT Series cluster’s cluster |P addressesinto a
single round-robin DNS (RRDNS) hostname, and each IP address in the RRDNS hostname must reverse-
resolve to the hostname.

After you configure the single RRDNS hostname, use the following command on the corefiler:
% zfs set sharenfs="rw=@XT_RRDNS nane, r oot =cl ust er RRDNS nane" epool / export

* For consistent connectivity, you must combine all of your FXT Series cluster’s client-facing (vserver) IP
addresses into a single round-robin DNS (RRDNS) hostname, and each | P address in the RRDNS hostname
must reverse-resolve to the hostname.

After you configure the single RRDNS hostname, use the following command on the corefiler:
% zfs set sharenfs="rw=@XT_client-faci ng RRDNS nanme" epool /export

« If individual IP addresses are used in NFS export rules on your FXT Series cluster, they must also reverse-
resolve to avalid hostname that forward-resolves back to the specific | P addresses.

After you configure each individual 1P address, use the following command on the core filer:
% zfs set sharenfs="@ndi vidual | P_address" epool/export

* If you cannot set up DNS resolution, you can use the workaround of “per-network-type” rules by specifying
the full 32 bitmask per IP address, asin the following example:

% zfs set sharenfs="@ndi vidual | P_address/ 32" epool /export

Because this method leads to long and confusing export policies on the ZFS corefiler, it is not
recommended unless no other options are available.

Note the following when configuring CIFS shares with a ZFS (OpenSolaris or Solaris) core filer using NFSv4:
» Thefollowing attributes must be on set on each ZFS volume that is to be accessed:

zfs set acl node=passt hrough epool / vol une_nane
zfs set aclinherit=passthrough epool/vol une_nane

» Addthefollowing lineto the corefiler's/ et ¢/ def aul t / nf s file:
NFSMAPI D_DOMAI N=nf sv4_donmi n_nane

where nfsv4_domain_name is the value of the NFS Domain field on the Directory Services page, as
discussed in Section 2.9.5, “ Specifying the Source for Usernames’ on page 51 and Section 7.8, “ Creating
CIFS Shares’ on page 120.
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A.4. EMC Isilon OneFS

' Important
° The following information applies to OneFS 5.x and 6.0.x. It does not apply to OneFS 6.5.x,
which uses authentication and authorization services that differ from previous versions. Versions

of OneFS prior to 5.x and after 6.0.x have not been tested as of this writing.

Note the following when using LDAP and Active Directory together in a CIFS configuration with a OneFS

corefiler:
» Editthe/etc/ ncp/ override/ |l sassd. xm file onthe OneFS corefiler to include the following lines

insidethefile's<i si - dat a> tags:
i d="nss-priority">50</nodify-text>

<nmodi fy-t ext
id="ad-priority">75</nodi fy-text>

<nmodi fy-t ext
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Appendix B. Password and Group File Formats

This section discusses the formatting requirements for external password and group files as described
in Section 2.9.2, “Configuring Netgroups’ on page 47 and Section 2.9.5, “ Specifying the Source for
Usernames’ on page 51.

B.1. General Formatting Rules

In general, password and group files need to conform to the standards of the UNIX / et ¢/ passwd and/ et ¢/
gr oup files, respectively. Note the following rules for how the Avere system parses both password and group
files:

The parser is as flexible as possible when parsing entries. Any line that includes the absolute minimum
number of fields for the entry type istreated as valid. For example, avalid password entry can be as simple
asnane: : ui d: : gi d, and avalid group entry can beassimpleasnane: : gi d.

Caution

Some core filers might require the member UID (username) to be listed as well, in acomma-
separated list, for example:

devusers: *: 1879055342: devuser 1, devuser 2, tester 1

The parser does minimal validation of password (user) or group names. Names that are considered invalid
include the following:

* Empty strings

¢ Strings that contain non-printable ASCII characters

» Strings that begin with “+" or “-”

If passwd or gr oup entries conflict with system passwd or gr oup entries, then conditions will
be displayed on the Dashboard, if you have checked Enable Dashboar d Conditions as described in
Section 2.9.2, “ Configuring Netgroups’ on page 47.

The parser does not cross-validate entries. If afile contains an entry that declares user dsmi t h belongsto
group ID 2099, the parser does not verify that a group with the ID 2099 exists. Similarly, if an entry for a
group named f i nance lists amember with the usernameal i ce, the parser does not verify that a user with
the name alice exists.

If anumeric field (UID or GID) cannot be converted from its text representation to an integer, the record is
considered to be invalid and is ignored.

Files can contain comments. Any line that begins with zero or more whitespace characters followed by the #
symbol is considered to be acomment and is ignored.

B.2. Searching Rules

The Avere system searches for password and group entries in the following way:

The system searches entries in the order in which they appear in thefile.

Searches by name are case insensitive. For example, asearch for al i ce matchesal i ce, Al i ce, or
ALl CE.

Searches return successfully after finding the first matching record. Looking at the previous item, this means
that asearch for al i ce returns whichever capitalization variation of the name occursfirst in the file and
does not continue searching for other variations.
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B.3. Password-Entry Parsing

The Avere system parses password entries as follows:
» The parser ignores any fields after the gi d field, if present.

» The parser returns the username exactly asit islisted in the password file, including any leading, trailing, or
embedded spaces or tabs.

» The parser always returnsthe string * for the passwor d field.
» The parser always returns an empty string for the gecos field.
* The parser always returnsthe string / nonexi st ent for thehoneDi r field.

» The parser always returnsthe string/ usr/ sbi n/ nol ogi n for thelogin field.

“Passwd” File Format Example
The expected format is:
nanme: passwor d: ui d: gi d: | ogi n_cl ass: gecos: honme_di r: shel |

Avere OS only usesthe nane, ui d, and gi d parameters; everything after gi d isignored.

B.4. Group-Entry Parsing
The Avere system parses group entries as follows:
» The parser ignores any fields after the members field if present.

» The parser returns the group name exactly asit islisted in the group file, including any leading, trailing, or
embedded spaces or tabs.

» The parser always returnsthe string * for the passwor d field.

» The parser returns an empty member list if the file does not specify any members for the group or if thereis
no membersfield.

» The membersfield isa comma-separated list of usernames. Unlike its behavior with password and group
name entries, the parser trims any leading or trailing whitespace from the entries in the members field.

“Group” File Format Example
The expected format is:
nane: passwor d: gi d: nenber _|i st

Avere OS only usesthe nane, gi d, and menber _| i st (if any) parameters.
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If you configure the cluster to read netgroup information from an external file, the filemust bein/ et c/
net gr oup format. Thisformat differs among operating systems.

The format used by Avere OS is designed to be tolerant of other operating systems' idiosyncracies, and is as
follows:

» Eachlineinthefile starts with the name of anetgroup, in all upper-case |etters, followed by the netgroup’s
membership definition. The netgroup’s membership definition can take one of two forms:

¢ The name or names of other netgroups

e Anordered list of theform (host, user, donmin)
» Useablank space or asterisk (*) to specify awildcard value for any member of the list.
» Useadash (- ) to specify an “ignore” vaue for any member of the list.

» Thevalue of host isan IP address; afully qualified domain name; or a partially qualified domain name
that can be resolved with the DNS domain, the DNS search paths, or both.

» Thevalue of user specifiesauser. In Avere OS as well astraditional NFS-export implementations, this
value is not used; user-specific authentication is provided by a directory service instead of the netgroup.
Specify the * (asterisk) or - (dash) character as the value of user.

¢ The value of domain indicates the domain to which the netgroup applies. It istypically specified asa
wildcard.

(\/éta Note

If the netgroup is used with NIS, if the domain value does not match the domain specified
on the Directory Services page, the value isignored.

If the netgroup is used with LDAP, the domain valueisignored in all cases.
* Linesthat begin with the pound (#) character are treated as comments.
* You can use abackslash (\ ) at the end of long lines to continue them to the next line.

* You can nest netgroup definitions by expressing multiple tuples or multiple netgroup names. The nested
netgroup names must be defined before the nesting line.

Netgroup File Example

# Rol e-based exanple (that is, nultiple hosts/clients per group):
BUI LDHOSTS (bui 1 d0,,) (buildil,,) (build2,,)

#

# Machi ne-based exanple (that is, one netgroup per host/client):
CYCLO (cyclO,,)

CYCL1 (cycl1,,)

CYCL2 (cycl 2,,)

#

# Definitions can be nested:

GROUPA (al pha,,) (bravo,,)

GROUPB (charlie,,) (delta,,)

GROUPC (echo,,) (foxtrot,,)

GROUPAB GROUPA GROUPB

ALL GROUPA GROUPB GROUPC

The Format of the Netgroup File
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email derts, 149

enabling
advanced networking, 90
CIFSon avserver, 113
corefiler verification time, 103
encryption, 61
high availability, 38

hot client collection, 80
oplocks, 121
Secure Proactive Support, 170
encryption
configuring, 62
enabling, 61
passphrases, 63
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